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#### Abstract

We show that the class of weights $w$ for which the Calderón operator is bounded on $L^{p}(w)$ can be used to develop a theory of real interpolation which is more general and exhibits new features when compared to the usual variants of the Lions-Peetre methods. In particular we obtain extrapolation theorems (in the sense of Rubio de Francia's theory) and reiteration theorems for these methods. We also consider interpolation methods associated with the classes of weights for which the Calderón operator is bounded on weighted Lorentz spaces and obtain similar results. We extend the commutator theorems associated with the real method of interpolation in several directions. We obtain weighted norm inequalities for higher order commutators as well as commutators of fractional order. One application of our results gives new weighted norm inequalities for higher order commutators of singular integrals with multiplications by BMO functions. We also introduce analogs of the space BMO in order to consider the relationship between commutators for Calderón type operators and their corresponding classes of weights.
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## 1. Introduction

Many of the problems we study in analysis can be rephrased in terms of the study of the action of operators in function spaces. The more we understand about the action of a given operator in as many as possible function spaces, the more we understand about the nature of the problem under consideration. Interpolation is a very useful tool for this purpose as it provides us with methods to obtain new estimates from old ones.

In recent years a theory of weighted norm inequalities for classical operators has been developed. It has led to a deeper understanding of many important problems in analysis. Moreover, it has led to the discovery of unexpected relationships between different areas of analysis.

At the basis of these developments it is the celebrated theory of Muckenhoupt for the maximal operator of Hardy-Littlewood $M$ (see [Mu1]). Let $1<p<\infty$, then we have $M: L^{p}(w) \rightarrow L^{p}(w)$ if and only if the weight $w$ belongs to the class $\mathcal{A}_{p}$. The $\mathcal{A}_{p}$ classes of weights admit a concrete description and their properties have been intensively investigated. Muckenhoupt's results led to an extensive study of weighted norm inequalities for classical operators (singular integral, multipliers, square functions, ...). This has also uncovered deep connections between classes of weights and function spaces, like $\mathcal{A}_{p}$ and $B M O$.

A beautiful connection between the theory of weighted norm inequalities and the theory of factorization of operators on Banach spaces is given by Rubio de Francia's extrapolation theorem. A simple version of this result states that if $T$ is a bounded linear operator on $L^{2}(w)$, for all $w \in \mathcal{A}_{2}$, then $T$ is also bounded on $L^{p}(w)$, for all $1<p<\infty$ and for all $w \in \mathcal{A}_{p}$.

There is a close connection between interpolation theory and weighted norm inequalities. In particular, interpolation theory provides methods to obtain rearrangement inequalities for operators to which one can then apply weighted norm inequalities. While interpolation has been useful in the study of weighted norm inequalities it seems to us that a deeper study of the connection between interpolation theory and weighted norm inequalities is still to be developed.

For example, what would be the analog of Rubio's theorem for interpolation scales?, what would be the natural classes of weights that we should consider in a general theory of real interpolation scales?

In the first part of this paper we consider these questions and establish an extrapolation theorem for operators acting on weighted real interpolation spaces. In order to even formulate these results we are forced to generalize the classical theory of Lions-Peetre through the consideration of weighted $L^{p}$ spaces. In this

[^1]setting some of the characteristic features of real interpolation are blended with the theory of weights.

In the second part of the paper we study the connection of the theory of weighted interpolation developed in the first half with the so called commutator estimates arising from the real method of interpolation. Here the motivation for our work comes from recent striking work by Muller $[\mathbf{M u}]$ and Coifman, Lions, Meyer, and Semmes [CLMS] and the rapidly growing body of literature generated through their influence. Indeed, these papers have generated considerable new impetus for the applications of real variable techniques to estimate the size of certain nonlinear expressions that appear in nonlinear PDE's. These operations (e.g. Jacobians, Null Lagrangians, etc) can be estimated because of subtle cancellations. For a sample of recent results we refer to $[\mathbf{E M}],[\mathbf{L i}],[\mathbf{L Z}],[\mathbf{L M Z}],[\mathbf{M i 1}]$, [Se] and the references quoted therein. The higher integrability of these nonlinear operators is crucial to establish their compactness in suitable weak topologies. These developments provide a new framework to study questions of the theory of compensated compactness developed by Murat and Tartar (cf. [CLMS] and the references therein). Many of these estimates can be established using commutator theorems for singular integrals and methods arising from interpolation theory (cf. $[\mathbf{R W}],[\mathbf{J R W}],[\mathbf{I S}],[\mathbf{M i}])$. These commutator estimates are also important in the regularity theory of quasilinear second order elliptic equations under minimal assumptions on the coefficients (cf. the survey $[\mathbf{C h}]$ and the references therein).

Interpolation theory plays an important role in these studies. On the one hand it can be used to establish many of these concrete estimates while on the other it provides tools to study higher integrability of non linear operations, due to cancellations, in a very general setting. In fact in this generalized setting many of the arguments are simpler and the role of the cancellations apparent. Moreover, interpolation methods also point to expressions that exhibit higher order cancellations and which therefore are bounded in better spaces than one could have predicted from size considerations only. The theory, originally started in [RW] and [JRW], has been extended and applied in several directions. We refer to $[\mathbf{M i}]$ and $[\mathbf{M R}]$ for an extended discussion, as well as a detailed list of contributions. Apart from its applications to Elasticity Theory, Harmonic Analysis, and Partial Differential Equations the theory has also been applied in other areas of functional analysis. In particular we refer to $[\mathbf{K a}],[\mathbf{K a 1}],[\mathbf{K a 2}]$ and the review papers quoted above for more references.

It therefore seemed to us of timely interest to extend the general theory of commutators associated with the real method of interpolation. In our development in this paper we focus on two directions. On the one hand we treat commutators of bounded operators with a general class of nonlinear operators including higher order commutators of fractional order. On the other we also consider weighted norm inequalities for these operators in a very general context. Our methods are based, and generalize, the analysis given in $[\mathbf{M i}]$ and $[\mathbf{M i} 3]$.

In order to explain in some more detail what we do let us now recall some basic facts and definitions.

If $f$ is a measurable function defined on the interval $(0, \infty)$, the Calderón operator $S$ is defined by

$$
\begin{aligned}
S f(t) & =\int_{0}^{\infty} \min \{1 / x, 1 / t\} f(x) d x \\
& =\frac{1}{t} \int_{0}^{t} f(x) d x+\int_{t}^{\infty} \frac{f(x)}{x} d x \\
& =P(f)(t)+Q(f)(t)
\end{aligned}
$$

$P$ is called the Hardy operator and $Q$ is its adjoint. The Calderón operator plays an important role in interpolation theory. In particular it controls the relationship between the $K$-method and the $J$-method of interpolation, a result due to Brundyi and Krugljak (see $[\mathbf{B K}]$ ). Indeed, given a compatible couple of Banach spaces $\bar{A}=$ $\left(A_{0}, A_{1}\right)$, if $a \in A_{0}+A_{1}$ is an element for which there exists a representation $a=\int_{0}^{\infty} \frac{a(t)}{t} d t$, with $a(t) \in A_{0} \cap A_{1}$ then

$$
\frac{K(t, a ; \bar{A})}{t} \leq S\left(\frac{J(x, a(x) ; \bar{A})}{x}\right)(t)
$$

where $K(t, a ; \bar{A})$ is the classical $K$-functional of interpolation, i.e.

$$
K(t, a ; \bar{A})=\inf \left\{\left\|a_{0}\right\|_{A_{0}}+t\left\|a_{1}\right\|_{A_{1}}\right\}
$$

where the inf runs over all possible decompositions $a=a_{0}+a_{1}$ with $a_{i} \in A_{i}$, and $J$ is the classical $J$-functional given by

$$
J(t, a ; \bar{A})=\max \left\{\|a\|_{A_{0}}, t\|a\|_{A_{1}}\right\}
$$

for the elements $a \in A_{0} \cap A_{1}$.
In the first part of the paper we show that the class of weights that controls the weighted $L^{p}$ estimates for the Calderón operator can be used develop a rich theory of interpolation which includes some novel features that are not present in the classical spaces of Lions-Peetre.

Heuristically the Calderón operator is 'the only' operator we should consider in order to obtain a universal class of weights that is suitable for interpolation theory, since it majorizes in a suitable sense all other operations in a given interpolation segment. This should be compared with the corresponding theory of $\mathcal{A}_{p}$ Muckenhoupt weights, based on the maximal operator of Hardy and Littlewood.

Let $w$ be a weight on $(0, \infty)$, i.e., $w$ is a measurable function, $w>0$ a.e. with respect to the Lebesgue measure. We denote by $L^{p}(w), 1 \leq p<\infty$, the classes of Lebesgue measurable functions $f$ defined on the interval $(0, \infty)$ such that

$$
\|f\|_{p, w}=\left(\int_{0}^{\infty}|f(t)|^{p} w(t) d t\right)^{1 / p}<+\infty
$$

For $p=\infty$ the corresponding space, $L^{\infty}(w)$, is defined using the norm

$$
\|f\|_{\infty, w}=\|f w\|_{\infty}<+\infty .
$$

In $[\mathbf{G C}]$ these spaces are denoted by $w^{-1} L^{\infty}$ and we shall also adopt this notation, when convenient, in what follows.

Let $w$ be a weight and let $1 \leq p \leq \infty$. We define $\bar{A}_{w, p ; K}$ as the class of vectors $a \in A_{0}+A_{1}$ for which the function $t^{-1} K(t, a ; \bar{A}) \in L^{p}(w)$. For $a \in A_{w, p ; K}$ we let

$$
\|a\|_{\bar{A}_{w, p ; K}}=\left(\int_{0}^{\infty}\left(\frac{K(t, a ; \bar{A})}{t}\right)^{p} w(t) d t\right)^{1 / p}
$$

If we consider the $J$-method of interpolation, we define $\bar{A}_{w, p ; J}$ as the class of elements $a \in A_{0}+A_{1}$ for which there exists a representation $a=\int_{0}^{\infty} \frac{a(t)}{t} d t$ with $a(t) \in A_{0} \cap A_{1}$ satisfying $t^{-1} J(t, a(t) ; \bar{A}) \in L^{p}(w)$. For this class we consider the corresponding norms

$$
\|a\|_{\bar{A}_{w, p ; J}}=\inf \left(\int_{0}^{\infty}\left(\frac{J(t, a(t) ; \bar{A})}{t}\right)^{p} w(t) d t\right)^{1 / p}
$$

where the inf runs over all possible representations of $a$.
The classical scales of real interpolation spaces of Lions-Peetre correspond to the power weights $w=t^{p-p \theta-1}$. Apart from this case, the most studied classes of interpolation spaces are the so called "functional parameter" and the "quasipower" cases. These spaces are defined by a slightly more general class of weights than powers. If $v$ is a quasipower weight, the interpolation scales associated with the functional parameter are classically defined by $\left(A_{0}, A_{1}\right)_{v, p ; K}=\left\{a \in A_{0}+A_{1} ;\|a\|_{v, p ; K}<\infty\right\}$ where

$$
\|a\|_{v, p ; K}=\int_{0}^{\infty}(K(t, a ; \bar{A}) v)^{p} \frac{d t}{t}
$$

The study of interpolation spaces defined using these classes of weights was initiated in $[\mathbf{K}]$ and continued in $[\mathbf{G}]$ and many other papers, cf. [BK]. In our notation we have

$$
\left(A_{0}, A_{1}\right)_{v, p ; K}=\bar{A}_{w, p ; K}
$$

with $w=v^{p} t^{p-1}$.
The point of view advocated in this paper is related to work by Sagher $[\mathbf{S g}]$, where Calderón type of weights are used to extend classical interpolation theorems and also with a question raised by E. Hernández and J. Soria. In [HS] the authors showed that weights of the form $w=v^{p} t^{p-1}, v$ a quasipower weight, are in the class $\mathcal{C}_{p}$ (see Theorem 4.1 in $[\mathbf{H S}]$ ) and asked for a general theory of real interpolation method with weights in $\mathcal{C}_{p}$, which "would be more general than the existing ones."

In this paper we have developed such a theory in detail. Furthermore we have proved that for $p=1$ the scales introduced by this method can be represented using quasipower weights (see Proposition 3.8 below). More generally, for $p>1$, we indicate the relationship between our interpolation scales with those derived using the classical functional parameter approach (see Proposition 3.9 below).

One can also consider other classes of weights and their corresponding associated interpolation methods. In this paper we also develop, in some detail, the theory associated with the $\mathcal{B}_{p}$ classes introduced in $[\mathbf{A M}]$ in the study of the Hardy operator $P$ acting on weighted $L^{p}(w)$ spaces but restricted to non-increasing functions. Their direct import in interpolation theory can be seen from the fact that, if $A_{0} \cap A_{1}$ is dense in $A_{0}$, we have (cf. [BS])

$$
\frac{1}{t} K(t, a ; \bar{A})=\frac{1}{t} \int_{0}^{t} k(x, a, \bar{A}) d x=P(k(\cdot, a ; \bar{A}))(t)
$$

where $k$ is the derivative of the functional $K$. Note that both $\frac{1}{t} K(t, a ; \bar{A})$ and $k(t, a, \bar{A})$ are decreasing functions. Therefore the $\mathcal{B}_{p}$ weights control the equivalence between the $K$ and $k$ methods of interpolation (cf. $\S 4$ below).

Let us point out that it is only in this generalized setting that we can formulate an analogue of Rubio de Francia's extrapolation theorem. To see better the role that generalized weights play let us recall that by reiteration,

$$
\left(A_{\theta_{0}, p_{0} ; K}, A_{\theta_{1}, p_{1} ; K}\right)_{\theta, q}=\left(A_{0}, A_{1}\right)_{\eta, q ; K},
$$

where $\eta=(1-\theta) \theta_{0}+\theta \theta_{1}$. Thus, the second index is not important for reiteration. Consequently for power weights, that is in the classical setting of the Lions-Peetre spaces, reiteration plays the role of extrapolation in the sense of Rubio de Francia and thus it is not of interest in this context. However, in the setting of the generalized $\mathcal{C}_{p}$-weights, the following extrapolation result holds (see $\S 3$ Theorem 3.10 below.)

Theorem. Let $\bar{A}, \bar{B}$ two compatible pairs of Banach spaces, and let $T$ be a linear operator bounded from $\bar{A}_{w, p ; K}$ into $\bar{B}_{w, p ; K}$ for some $p, 1 \leq p<\infty$, and for all $w \in \mathcal{C}_{p}$, with norm that depends only upon the $\mathcal{C}_{p}$-constant for $w$. Then $T$ is also bounded from $\bar{A}_{v, q ; K}$ into $\bar{B}_{v, q ; K}$ for any $q, 1<q<\infty$, and for all $v \in \mathcal{C}_{q}$ with norm that depends only upon the $\mathcal{C}_{q}$-constant for $v$.

As an important corollary of our presentation, we obtain a new result even for classical functional parameter in terms of extrapolation (see Corollary 3.11).

We shall also show in $\S 5$ that if we have a family of estimates for a bounded operator on the classical Lions-Peetre scale and if these estimates do not 'blow up' too fast then an extension of the previous extrapolation theorem holds and can be obtained using the extrapolation method of Jawerth and Milman (cf. [JM]). This provides us with a simple and effective method to prove weighted Lorentz estimates of the type considered by Ariño and Muckenhoupt (cf. [AM]).

Real interpolation spaces are constructed by means of decomposing effectively their elements. Given a bounded operator $T$ between two Banach pairs $\bar{A}$ and $\bar{B}$, these decompositions can be applied before and after applying $T$. These considerations lead to the construction of operators that are based on these optimal decompositions, we shall call them $\Omega_{K, \bar{A}}$ and $\Omega_{K, \bar{B}}$ and lead to the study of the commutator

$$
\left[T, \Omega_{K}\right] a=\left(T \Omega_{K, \bar{A}}-\Omega_{K, \bar{B}} T\right) a
$$

where $a \in \bar{A}_{w, p ; K}(\mathrm{cf} .[\mathbf{R W}],[\mathbf{J R W}])$.
For specific pairs these commutators are some of the classical commutators studied in classical analysis. In the second part of the paper we consider the role that weights play in the theory. In particular we consider commutators with operators $\Omega$ which are constructed using these weights, as well as norm estimates of these operations.

One concrete application of our results provides new weighted norm inequalities for commutators of singular integrals with multiplications with BMO functions. Moreover, as indicated above, these estimates, when combined with the results described in $[\mathbf{C h}]$, provide new applications to the regularity theory of quasilinear elliptic equations.

We also remark that our methods also apply to other operators including fractional integrals, and given the generality of our assumptions, our methods also
give analogous estimates for operators acting on spaces of homogeneous type. Our results also give weighted norm inequalities for commutators of other classical operators of Harmonic Analysis. For background on these developments in the setting of Lorentz spaces we refer to $[\mathbf{S w}]$. It is relevant to mention here the recent work $[\mathbf{P e}]$ on weighted norm inequalities for commutators which complements our work here. The direct connection between the two subjects treated in this paper is developed in the last part of the paper. Recall that weighted norm inequalities for singular integral operators, commutator estimates for singular integrals with multiplication by BMO functions are closely related to the connection between $\mathcal{A}_{p}$ weights and BMO. In our context these considerations also lead us to consider variants of the space BMO in the context of the weights $\mathcal{C}_{p}$. Thus, in analogy with the classical theory of $\mathcal{A}_{p}$ weights, the set of logarithms of $\mathcal{B}_{p}$ weights gives BMO type spaces. We also construct its predual, via a suitable atomic theory.

Applications play an important role in our development. Throughout the paper we consider several applications and examples relating our results to singular integrals, multipliers, $H^{p}$ spaces, Tent spaces, Hardy-Sobolev spaces, approximation theory, Schatten ideals, Dirichlet spaces, etc. Concrete new estimates (weighted and unweighted) for commutators are given in different contexts including estimates for Jacobians of maps and other operations with sufficient cancellations.

We shall now review the organization of the paper. In $\S 2$ we study the Calderón weights $\mathcal{C}_{p}$ and compare them with Kalugina weights and quasipower weights. In $\S 3$ we study the real interpolation spaces associated with Calderón weights, paying special attention to reiteration and extrapolation results. In $\S 4$ we briefly consider interpolation methods associated with $\mathcal{B}_{p}$ weights, in $\S 5$ we consider a connection between Rubio de Francia's theory and the theory of extrapolation of JawerthMilman, in $\S 6$ we discuss some applications to the study of other scales of function spaces including Lorentz spaces, weighted Tent spaces, ideals of operators, Hardy spaces, Hardy-Sobolev spaces, Dirichlet spaces, in $\S 7$ we develop our theory of commutators, in $\S 8$ we discuss generalized commutators including those of fractional order, in $\S 9$ we extend our results to the setting of Quasi-Banach spaces. In $\S 10$ we discuss some applications of our results to singular integrals and to results related with compensated compactness, in $\S 11$ we introduce the space BMO and $H^{1}$ type of spaces associated to the weights under study and show in $\S 12$ duality and interpolation results for these spaces as well as new applications illustrating the connection between the two parts of the paper.

In conclusion we should mention that there also several commutator theorems associated with the complex method of interpolation and the interested reader should consult $[\mathbf{R W}],[\mathbf{C C M S}],[\mathbf{R}]$, as well as the unified theories developed in $[\mathbf{C C S}]$ and $[\mathbf{C K M R}]$ and their references.

Throughout the paper we shall follow the notation and terminology of [BL].
Acknowledgment. We would like to thank the referee for her/his comments and for helpful suggestions to improve the presentation of the paper.

## 2. Calderón weights

Let $P, Q$ be the operators defined in the Introduction. Results by Muckenhoupt (see [Mu2], [Ma]), which extend Hardy's inequalities, ensure that:
A. $P f \in L^{p}(w)$ for all $f \in L^{p}(w)(1 \leq p<\infty)$ if and only if there exists a constant $C>0$ such that for almost all $t>0$

$$
\begin{equation*}
\left(\int_{t}^{\infty} \frac{w(x)}{x^{p}} d x\right)^{1 / p}\left(\int_{0}^{t} w(x)^{-p^{\prime} / p} d x\right)^{1 / p^{\prime}} \leq C \tag{p}
\end{equation*}
$$

for $1<p<\infty$, or

$$
\begin{equation*}
\int_{t}^{\infty} \frac{w(x)}{x} d x \leq C w(t) \tag{1}
\end{equation*}
$$

for $p=1$,
and
B. $Q f \in L^{p}(w)$ for all $f \in L^{p}(w)(1 \leq p<\infty)$ if and only if there exists a constant $C>0$ such that for almost all $t>0$

$$
\begin{equation*}
\left(\int_{0}^{t} w(x) d x\right)^{1 / p}\left(\int_{t}^{\infty} \frac{w(x)^{-p^{\prime} / p}}{x^{p^{\prime}}} d x\right)^{1 / p^{\prime}} \leq C \tag{p}
\end{equation*}
$$

for $1<p<\infty$, or

$$
\begin{equation*}
\frac{1}{t} \int_{0}^{t} w(x) d x \leq C w(t) \tag{1}
\end{equation*}
$$

for $p=1$.
With the exception of the trivial case $w=0$ a.e., the conditions above imply that $w>0$ a.e. and all the integrals appearing in $\left(M_{p}\right)$ and $\left(M^{p}\right)$ are finite.

It will be important for us to relate the weighted norm inequalities for the Calderón or Hardy operators in terms of the conditions on the weights. It follows from [Mu2] that, for $1 \leq p<\infty$,

$$
\begin{equation*}
\|w\|_{M_{p}} \leq\|P\|_{L^{p}(w) \rightarrow L^{p}(w)} \leq p^{1 / p} p^{1 / p^{\prime}}\|w\|_{M_{p}} \leq 4\|w\|_{M_{p}}, \tag{2.1}
\end{equation*}
$$

where $\|w\|_{M_{p}}$ is the infimum of the constants $C$ appearing in the definition of the $M_{p}$ condition. Likewise

$$
\begin{equation*}
\|w\|_{M^{p}} \leq\|Q\|_{L^{p}(w) \rightarrow L^{p}(w)} \leq p^{1 / p}{p^{\prime}}^{1 / p^{\prime}}\|w\|_{M^{p}} \leq 4\|w\|_{M^{p}} \tag{2.2}
\end{equation*}
$$

where $\|w\|_{M^{p}}$ is the infimum of the constants $C$ appearing in the definition of the $M^{p}$ condition.

Note that

$$
\begin{equation*}
1 \leq\|w\|_{M^{p}}\|w\|_{M_{p}} . \tag{2.3}
\end{equation*}
$$

Indeed,

$$
\begin{gathered}
1=\int_{0}^{t} d x \int_{t}^{\infty} \frac{d x}{x^{2}} \\
\leq\left(\int_{0}^{t} w\right)^{1 / p}\left(\int_{0}^{t} w^{-p^{\prime} / p}\right)^{1 / p^{\prime}}\left(\int_{t}^{\infty} \frac{w}{x^{p}} d x\right)^{1 / p}\left(\int_{t}^{\infty} \frac{w^{-p^{\prime} / p}}{x^{p^{\prime}}} d x\right)^{1 / p^{\prime}}
\end{gathered}
$$

Definition 2.1. Let $1 \leq p<\infty$. We say that a weight $w \in \mathcal{C}_{p}$ if it satisfies the conditions $M_{p}$ and $M^{p}$ simultaneously. We say that a weight $w \in \mathcal{C}_{\infty}$ if $w^{-1} \in \mathcal{C}_{1}$.

We also define the corresponding "norms" for the $\mathcal{C}_{p}$ weights $(1 \leq p<\infty)$ by

$$
\begin{equation*}
\|w\|_{\mathcal{C}_{p}}=\|w\|_{M^{p}}+\|w\|_{M_{p}} \tag{2.4}
\end{equation*}
$$

Since the Calderón operator is $S=P+Q$, and $P, Q$ are positive, the class $\mathcal{C}_{p}$ is actually the class of weights for which $S$ is bounded from $L^{p}(w)$ into $L^{p}(w)$. Then

$$
\begin{equation*}
\frac{1}{2}\|w\|_{\mathcal{C}_{p}} \leq\|S\|_{L^{p}(w) \rightarrow L^{p}(w)} \leq 4\|w\|_{\mathcal{C}_{p}} \tag{2.5}
\end{equation*}
$$

For $p=\infty$ it is easy to see that $S$ is bounded from $L^{\infty}(w)$ into $L^{\infty}(w)$ if and only if $S\left(w^{-1}\right)(x) \leq C w^{-1}(x)$, a.e. $x$, for some constant $C>0$, that is, $w^{-1} \in \mathcal{C}_{1}$.

The operator $S$ is positive and selfadjoint, and since the class $\mathcal{C}_{1}$ coincides with the class of weights for which there exists a constant $C>0$ such that $S w \leq C w$, we can apply to these classes the strong machinery developed by Rubio de Francia and prove for them similar properties to the ones satisfied by the classical $\mathcal{A}_{p}$ classes, i.e., factorization and extrapolation. We also study reverse Hölder type inequalities for them.

Proposition 2.2. Let $1 \leq p<\infty$. A weight $w \in \mathcal{C}_{p}$ if and only if there exist two weights $w_{0}, w_{1} \in \mathcal{C}_{1}$ such that $w=w_{0} w_{1}^{1-p}$.

Proof. If $w \in \mathcal{C}_{p}$ then the desired factorization can be obtained using Rubio de Francia's factorization theorem (cf. [GR]). Indeed, we just need to recall that $S=P+Q$ is selfadjoint and the following duality property holds: $w \in \mathcal{C}_{p}$ if and only if $w^{-p^{\prime} / p} \in \mathcal{C}_{p^{\prime}}$. Let us also remark that [Mu2] has constructive factorizations results of the same type for each of the classes $M_{p}$ and $M^{p}$ of weights.

The converse can be obtained by direct computation. Suppose that $w_{i}, i=0,1$, are two $\mathcal{C}_{1}$-weights. Let $w=w_{0} w_{1}^{1-p}$. By definition we can assume that

$$
\begin{equation*}
t^{-1} \int_{0}^{t} w_{i}(x) d x+\int_{t}^{\infty}\left(\frac{t}{x}\right) w_{i}(x) d x \leq C w_{i}(t) \tag{2.6}
\end{equation*}
$$

for all $t>0, i=0,1$, and for some constant $C>0$. We will now prove that condition $\left(M_{p}\right)$ holds for $w$.

$$
\begin{gathered}
I=\left(\int_{t}^{\infty} \frac{w(x)}{x^{p}} d x\right)^{1 / p}\left(\int_{0}^{t} w(x)^{-p^{\prime} / p} d x\right)^{1 / p^{\prime}} \\
=\left(\int_{t}^{\infty} \frac{w_{0}(x) w_{1}(x)^{1-p}}{x^{p}} d x\right)^{1 / p}\left(\int_{0}^{t} w_{0}(x)^{-p^{\prime} / p} w_{1}(x) d x\right)^{1 / p^{\prime}}
\end{gathered}
$$

which, by (2.6) is bounded by a constant times

$$
\left(\int_{t}^{\infty} \frac{w_{0}(x)}{x^{p}}\left(\frac{1}{x} \int_{0}^{x} w_{1}\right)^{1-p} d x\right)^{1 / p}\left(\int_{0}^{t} w_{1}(x)\left(\int_{x}^{\infty} \frac{w_{0}(s)}{s} d s\right)^{-p^{\prime} / p} d x\right)^{1 / p^{\prime}}
$$

Since $t<x$ implies

$$
\int_{0}^{x} w_{1} \geq \int_{0}^{t} w_{1}
$$

and $t>x$ implies

$$
\int_{x}^{\infty} s^{-1} w_{0}(s) d s \leq \int_{t}^{\infty} s^{-1} w_{0}(s) d s
$$

then

$$
I \leq C\left(\int_{t}^{\infty} \frac{w_{0}}{x} d x\right)^{1 / p}\left(\int_{0}^{t} w_{1}\right)^{-1 / p^{\prime}}\left(\int_{0}^{t} w_{1}\right)^{1 / p^{\prime}}\left(\int_{t}^{\infty} \frac{w_{0}}{x} d x\right)^{-1 / p} \leq C
$$

Since the verification of the condition $\left(M_{p}\right)$ can be obtained in a similar fashion we shall skip the details.

Remark. The converse of Proposition (2.2) is also a consequence of the main result in $[\mathbf{B l}]$, since $S$ is an operator defined by means of a positive kernel. Another direct consequence of the result in $[\mathbf{B l}]$ is the following factorization for $M_{p}$ and $M^{p}$ weights:

Proposition 2.2'. Let $1 \leq p<\infty$. A weight $w \in M_{p}$ (resp. $M^{p}$ ) if and only if there exist two weights $w_{0} \in M_{1}$ (resp. $M^{1}$ ), $w_{1} \in M^{1}$ (resp. $M_{1}$ ) such that $w=w_{0} w_{1}^{1-p}$.

The following result can be seen as a type of reverse Hölder inequality for $\mathcal{C}_{1}$ weights. Results of this type have applications in interpolation theory for rearrangement invariant Banach spaces that we shall pursue elsewhere (see $[\mathbf{B R}]$, [BMR]).

Proposition 2.3. If $w \in \mathcal{C}_{1}$ then there exists $\epsilon>0$ such that, for some constant $C>0, w$ satisfies

$$
\int_{0}^{t}\left(\frac{t}{x}\right)^{\epsilon} w(x) d x+\int_{t}^{\infty}\left(\frac{t}{x}\right)^{1-\epsilon} w(x) d x \leq C t w(t)
$$

for all $t>0$.
Proof. Let $C$ be the constant such that $P(w)(t)+Q(w)(t) \leq C w(t), \forall t>0$. In order to prove the proposition we shall use the following facts which can be easily proved by Fubini's theorem and by induction

$$
\begin{gather*}
P \circ Q=Q \circ P  \tag{2.7}\\
P \circ Q^{(k)}(w) \leq C^{k} w, \text { for all } k \geq 1  \tag{2.8}\\
Q \circ P^{(k)}(w) \leq p^{-1} C^{k} w, \text { for all } k \geq 1 \tag{2.9}
\end{gather*}
$$

$$
\begin{align*}
Q^{(k)}(w)(s) & =\int_{s}^{\infty} \frac{w(x)}{x} \frac{\log (x / s)^{k-1}}{(k-1)!} d x  \tag{2.10}\\
P^{(k)}(w)(s) & =\frac{1}{s} \int_{0}^{s} w(x) \frac{\log (s / x)^{k-1}}{(k-1)!} d x \tag{2.11}
\end{align*}
$$

where $P^{(k)}=P \circ . \stackrel{(k}{.} \circ P$ and $Q^{(k)}=Q \circ \stackrel{(k}{.} \circ Q$.
Now, in order to prove proposition 2.3, pick a constant $\epsilon>0$ such that $\epsilon C<1$. By (2.10) and (2.11), we have

$$
\sum_{k=1}^{\infty} \epsilon^{k-1} Q^{(k)}(w)(s)=s^{-\epsilon} \int_{s}^{\infty} \frac{w(x)}{x^{1-\epsilon}} d x
$$

and

$$
\sum_{k=1}^{\infty} \epsilon^{k-1} P^{(k)}(w)(s)=\frac{1}{s^{1-\epsilon}} \int_{0}^{s} \frac{w(x)}{x^{\epsilon}} d x
$$

Moreover, by (2.8) and (2.9)

$$
P \circ\left(\sum_{k=1}^{\infty} \epsilon^{k-1} Q^{(k)}\right)(w) \leq C^{\prime} w
$$

and

$$
Q \circ\left(\sum_{k=1}^{\infty} \epsilon^{k-1} P^{k}\right)(w) \leq C^{\prime} w
$$

This means that

$$
\begin{array}{r}
\frac{1}{t} \int_{0}^{t} \frac{w(x)}{x^{1-\epsilon}} d x \int_{0}^{x} s^{-\epsilon} d s+\frac{1}{t} \int_{t}^{\infty} \frac{w(x)}{x^{1-\epsilon}} d x \int_{0}^{t} s^{-\epsilon} d s= \\
=\frac{1}{t} \int_{0}^{t} w(x) d x+t^{-\epsilon} \int_{t}^{\infty} \frac{w(x)}{x^{1-\epsilon}} d x \leq C^{\prime} w(t)
\end{array}
$$

and

$$
\begin{aligned}
& \int_{0}^{t} \frac{w(x)}{x^{\epsilon}} d x \int_{t}^{\infty} \frac{d s}{s^{2-\epsilon}}+\int_{t}^{\infty} \frac{w(x)}{x^{\epsilon}} d x \int_{x}^{\infty} \frac{d s}{s^{2-\epsilon}}= \\
& =\frac{1}{t} \int_{0}^{t}\left(\frac{t}{x}\right)^{\epsilon} w(x) d x+\int_{t}^{\infty} \frac{w(x)}{x} d x \leq C^{\prime} w(t)
\end{aligned}
$$

as we wished to show.

## Remarks.

i) If a weight satisfies the corresponding inequality for some $\epsilon>0$ it also does for any $0<\delta<\epsilon$.
ii) The method of proof of Proposition 2.3 also applies to the $\mathcal{B}_{p}$ weights (see Definition 4.1 below) studied by Ariño and Muckenhoupt (cf. [AM]). For these weights it is known that $w \in \mathcal{B}_{p} \Rightarrow w \in \mathcal{B}_{p-\epsilon}$, for some $\epsilon>0$ (see $[\mathbf{A M}]$, [N1]). We can obtain a simple direct proof of this fact using arguments similar to the ones in Proposition 2.3 (cf. [BR]).

As a consequence of propositions 2.2 and 2.3 we achieve a kind of reverse Hölder type inequality for the class $\mathcal{C}_{p}$.

Proposition 2.4. If $w \in \mathcal{C}_{p}$ then there exists $\epsilon>0$ such that $x^{-\epsilon p} w(x) \in M^{p}$ and $x^{\epsilon p} w(x) \in M_{p}$.

Proof. According to proposition 2.2, $w=w_{0} w_{1}^{1-p}$ and there exist constants $C>0$ and $\epsilon>0$ such that

$$
t^{-1} \int_{0}^{t} \frac{w_{i}(x)}{x^{\epsilon}} d x+\int_{t}^{\infty}\left(\frac{t}{x}\right)^{1-2 \epsilon} \frac{w_{i}(x)}{x^{\epsilon}} d x \leq C \frac{w_{i}(t)}{t^{\epsilon}}
$$

for all $t>0, i=0,1$. Hence, by an argument similar to the one in the converse part of the proof of proposition 2.2 we see that the weight $x^{-\epsilon p} w(x) \in M^{p}$ and the weight $x^{\epsilon p} w(x) \in M_{p}$.

Remark. The last proposition ensures that a weight $w$ in the class $\mathcal{C}_{p}$ supports stronger integrability conditions at 0 and at $\infty$.

We are now going to study analogs of Rubio de Francia's extrapolation theorem in the context of $\mathcal{C}_{p}$ weights.

First, we need the following convexity property.
Lemma 2.5. Let $1<p<\infty$. If $u \in \mathcal{C}_{1}, v \in \mathcal{C}_{p}$ and $0 \leq s \leq 1$ then $u^{s} v^{1-s} \in$ $\mathcal{C}_{s+p(1-s)}$.

Proof. In order to check the condition $M_{s+p(1-s)}$ we use Hölder's inequality with exponents $1 / s$ and $1 /(1-s)$ in the first factor, and in the second one the fact that if $u \in \mathcal{C}_{1}$ and $\beta<0$ then for $x<t$,

$$
u(x)^{\beta} \leq C\left(\int_{t}^{\infty} \frac{u(y)}{y} d y\right)^{\beta}
$$

Therefore, we have

$$
\begin{gathered}
\left(\int_{t}^{\infty} \frac{u(x)^{s} v(x)^{1-s}}{x^{s+p(1-s)}} d x\right)\left(\int_{0}^{t}\left(u(x)^{s} v(x)^{1-s}\right)^{-\frac{1}{(1-s)(p-1)}} d x\right)^{(1-s)(p-1)} \leq \\
C\left(\int_{t}^{\infty} \frac{u(x)}{x} d x\right)^{s}\left(\int_{t}^{\infty} \frac{v(x)}{x^{p}} d x\right)^{1-s}\left(\int_{t}^{\infty} \frac{u(x)}{x} d x\right)^{-s}\left(\int_{0}^{t} v^{-\frac{1}{p-1}}\right)^{(p-1)(1-s)}
\end{gathered}
$$

which is bounded by the hypothesis.
The condition $M^{s+p(1-s)}$ is checked in a similar way.

The next lemma is the crucial step for the extrapolation result. We follow the same ideas as in $\mathcal{A}_{p}$-theory (see [GR], chapter IV]).

Lemma 2.6. Let $1<p<\infty, 1 \leq r<\infty, r \neq p$. Let $s$ be such that $\frac{1}{s}=\left|1-\frac{r}{p}\right|$. Let $w \in C_{p}$. Then, $\forall u \geq 0$ in $L^{s}(w)$ there exists $v \geq 0$ in $L^{s}(w)$ such that:
a) $u(x) \leq v(x)$ for a.e. $x \in(0,+\infty)$.
b) $\|v\|_{L^{s}(w)} \leq C\|u\|_{L^{s}(w)}$.
c) If $r<p$, vw $\in C_{r}$. If $p<r, v^{-1} w \in C_{r}$.

Proof. Let us consider first the case $r<p$. Then, if we let $t \in(0,1]$ be such that $r=(1-t) p+t$, we have, $\frac{1}{s}=1-\frac{r}{p}$ and $s=p^{\prime} / t$. We define the sublinear operator $N(u)=\left(S\left(|u|^{1 / t} w\right) w^{-1}\right)^{t}$, where $S$ is the Calderón operator. This operator is bounded on $L^{p^{\prime} / t}(w)$ since $w^{1-p^{\prime}}=w^{-p^{\prime} / p} \in \mathcal{C}_{p^{\prime}}$. We can apply Rubio de Francia's algorithm ([GR], lemma 5.1) and given $u \geq 0$ we obtain $v \geq 0$ satisfying a), b) and $N(v) \leq C v$, that is $S\left(v^{1 / t} w\right) w^{-1} \leq v^{1 / t}$ which means that $v^{1 / t} w \in \mathcal{C}_{1}$. Finally, by lemma 2.5, we have $\left(v^{1 / t} w\right)^{t} w^{1-t} \in \mathcal{C}_{t+p(1-t)}=\mathcal{C}_{r}$.

If $p<r$ the same argument works (duality of the $\mathcal{C}_{p}$ classes) exactly as in [GR], lemma 5.18.

The previous lemma combined with Hölder's inequality and duality lead us to the following extrapolation result (see [GR] theorem 5.19, for details).

Proposition 2.7. Let $T$ be a sublinear operator acting on functions defined on $(0,+\infty)$. Let $1 \leq r<+\infty, 1<p<\infty$. Suppose that $T$ is bounded on $L^{r}(w)$ (respectively, $T$ is of weak type $(r, r)$ ), for every weight $w \in \mathcal{C}_{r}$ with norm that depends only upon the $\mathcal{C}_{r}$-constant for $w$, then $T$ is bounded on $L^{p}(w)$ (respectively, $T$ is of weak type ( $p, p)$ ), for all weights $w \in \mathcal{C}_{p}$ with a norm that depends only upon the $\mathcal{C}_{p}$-constant for $w$.

Proof. We consider in detail the case where $T$ is assumed to be bounded on $L^{r}(w)$ for any weight $w \in \mathcal{C}_{r}$. Let $w \in \mathcal{C}_{p}$, and for $u \in L^{s}(w), u \geq 0$, with $\|u\|_{L^{s}(w)}=1,1 / s=1-r / p$, let $v \in L^{s}(w)$ be a function associated to $u$ according to lemma 2.6.

Then, we have the following chain of inequalities

$$
\begin{gathered}
\quad\left(\int_{0}^{\infty}|T f(x)|^{p} w(x) d x\right)^{r / p}=\int_{0}^{\infty}|T f(x)|^{r} u(x) w(x) d x \\
\leq \int_{0}^{\infty}|T f(x)|^{r} v(x) w(x) d x \leq C \int_{0}^{\infty}|f(x)|^{r} v(x) w(x) d x \\
\leq C\left(\int_{0}^{\infty}|f(x)|^{p} w(x) d x\right)^{r / p}\left(\int_{0}^{\infty} v(x)^{(p / r)^{\prime}} w(x) d w\right)^{\frac{1}{(p / r)^{\prime}}} \\
=C\|v\|_{L^{s}(v)}\|f\|_{L^{p}(w)}^{r} \leq C\|f\|_{L^{p}(w)}^{r},
\end{gathered}
$$

where we have used duality, Hölder's inverse inequality and the hypothesis. The remaining cases can be obtained in a similar fashion adapting the arguments of [GR], Chapter IV, Theorem 5.19, and we shall therefore omit the details.

Remark. It is also possible to extrapolate in the case $r=\infty$, using the following extrapolation theorem by García-Cuerva ([GC]):

Let $S$ be a positive sublinear operator and let $T$ be a mapping satisfying the following condition: Every time that $S$ is bounded on $L^{\infty}(v)$, for some $v \geq 0, T$ is also bounded on $L^{\infty}(v)$, with norm depending only on that of $S$. Let $1 \leq p<\infty$ and $w \geq 0$. Suppose that $S$ is bounded on $L^{p}(w)$. Then $T$ is also bounded on $L^{p}(w)$ with norm depending only on that of $S$.

Therefore, if $S$ is the Calderón operator we have:

Proposition 2.7'. If $T$ is bounded on $L^{\infty}(v)$, for any weight $v \in \mathcal{C}_{\infty}$, then $T$ is bounded on $L^{p}(w)$, for all $w \in \mathcal{C}_{p}$ and for all $1 \leq p<\infty$.

It is important for our purposes to compare the classes $\mathcal{C}_{p}$ with other classes of weights that have appeared in the literature in connection with interpolation theory. According to the factorization theorem we shall restrict ourselves to the case $p=1$.
i) We recall that a weight is a quasipower weight (see [BK]) if there exists a positive constant $C$ such that $C^{-1} w \leq S w \leq C w$, (briefly $S w \sim w$ ). We say that a weight $w$ is a functional parameter or a Kalugina weight if there exist a positive constant $C$ and a $C^{(1}$ positive function $\varphi$ such that $C^{-1} \leq w \varphi \leq C$ and $\alpha \varphi(t) \leq t \varphi^{\prime}(t) \leq \beta \varphi(t)$, for some $0<\alpha<\beta<1$ and for all $t>0$. An integration by parts shows that a Kalugina weight is a quasipower weight.
The class $\mathcal{C}_{1}$ is strictly larger than the others. Indeed, let

$$
w(t)= \begin{cases}1 / \sqrt{t}, & \text { if } 0<t \leq 1 \\ 1 / \sqrt{t-1}, & \text { if } 1<t\end{cases}
$$

It is very easy to compute that

$$
S w(t)= \begin{cases}\pi-2+\frac{4}{\sqrt{t}}, & \text { if } 0<t \leq 1 \\ \frac{2}{t}+\frac{2 \sqrt{t-1}}{t}+2 \arctan \frac{1}{\sqrt{t-1}}, & \text { if } 1<t\end{cases}
$$

and therefore $w \in \mathcal{C}_{1}$ but $w$ is not a quasipower weight and consequently it is not a Kalugina weight either (this example is suggested in [HS]).
ii) Using the formulas $S=P+Q=P \circ Q=Q \circ P$ it is easy to see that $S w \sim w$ if and only if $P w \sim Q w \sim w$. Moreover, in this case, $P w, Q w$ and even $P^{(k)} w$, $Q^{(k)} w$ are quasipower weights.
If $w$ is a quasipower weight and $k$ is a natural number, then $w(x)=Q^{(k)} w(x) \rho(x)$, where $\rho(x) \sim C$ and $Q^{(k)} w$ is a nonincreasing $\mathcal{C}^{(k-1)}$-function. Therefore we can suppose that $w$ is a nonincreasing very regular function whenever $w$ is a quasipower weight.
iii) Note that $S f(t)=P(Q f)(t)$, therefore, since $Q f$ is a nonincreasing function (if $f \geq 0$ ), we see that only the boundedness of $P$ for nonincreasing functions should be considered. Thus, we have that $\mathcal{C}_{p}=M^{p} \cap \mathcal{B}_{p}$ (see Definition 4.1 below).
Furthermore, observe that $M_{p} \cap M^{1} \subseteq \mathcal{C}_{p}$. The result will follow from the following,

Proposition 2.8. A weight $w$ satisfies $M_{p}$ and $M^{1}$ if and only if there exists $C>0$ such that for all $t>0$

$$
\begin{equation*}
\frac{1}{t} \int_{0}^{t} w(x) d x+t^{p-1} \int_{t}^{\infty} \frac{w(x)}{x^{p}} d x \leq C w(t) \tag{2.12}
\end{equation*}
$$

Furthermore any of these two equivalent conditions implies $M_{p}$ and $M^{p}$.

Proof. Suppose that the weight $w$ satisfies $M_{p}$ and $M^{1}$. Then

$$
\begin{aligned}
t^{p-1} \int_{t}^{\infty} \frac{w(x)}{x^{p}} d x & \leq C t^{p-1}\left(\int_{0}^{t} w(x)^{-p^{\prime} / p} d x\right)^{-p / p^{\prime}} \\
& =C\left(\frac{1}{t} \int_{0}^{t} w(x)^{-p^{\prime} / p} d x\right)^{-p / p^{\prime}} \\
& \leq C \frac{1}{t} \int_{0}^{t} w(x) d x \leq C w(t)
\end{aligned}
$$

where we have used Jensen's inequality.
In order to conclude the proof we will prove that (2.12) implies the conditions $M_{p}$ and $M^{p}$ (note that $M^{1}$ is trivially satisfied).

Using arguments similar to the ones used in the proof of the reverse Hölder inequality for the $\mathcal{C}_{1}$ weights, it is not difficult to prove that condition (2.12) also implies a reverse Hölder inequality. Actually, there exists a constant $C>0$ and $\epsilon>0$ such that the following inequality holds

$$
\frac{1}{t} \int_{0}^{t} x^{-\epsilon} w(x) d x+t^{p-1} \int_{t}^{\infty} \frac{x^{\epsilon} w(x)}{x^{p}} d x \leq C t^{\epsilon} w(t)
$$

Hence

$$
\begin{gathered}
\left(\int_{t}^{\infty} \frac{w(x)}{x^{p}} d x\right)^{1 / p}\left(\int_{0}^{t} w(x)^{-p^{\prime} / p} d x\right)^{1 / p^{\prime}} \\
\leq\left(\int_{t}^{\infty} \frac{w(x)}{x^{p}} d x\right)^{1 / p}\left(\int_{0}^{t}\left(x^{p-1-\epsilon} \int_{x}^{\infty} \frac{y^{\epsilon} w(y)}{y^{p}} d y\right)^{-p^{\prime} / p} d x\right)^{1 / p^{\prime}} \\
\leq C\left(\int_{t}^{\infty} \frac{w(x)}{x^{p}} d x\right)^{1 / p}\left(\int_{0}^{t} x^{-1+\epsilon p^{\prime} / p}\left(\int_{t}^{\infty} \frac{y^{\epsilon} w(y)}{y^{p}} d y\right)^{-p^{\prime} / p} d x\right)^{1 / p^{\prime}} \\
\leq C t^{\epsilon / p}\left(\int_{t}^{\infty} \frac{w(x)}{x^{p}} d x\right)^{1 / p}\left(\int_{t}^{\infty} \frac{y^{\epsilon} w(y)}{y^{p}} d y\right)^{-1 / p} \leq C
\end{gathered}
$$

where in the last inequality we have used the fact that

$$
\int_{t}^{\infty} \frac{w(x)}{x^{p}} d x \leq t^{-\epsilon} \int_{t}^{\infty} \frac{x^{\epsilon} w(x)}{x^{p}} d x
$$

Consequently, the condition $M_{p}$ holds. Now we shall prove that $M^{p}$ holds:

$$
\begin{gathered}
\left(\int_{0}^{t} w(x) d x\right)^{1 / p}\left(\int_{t}^{\infty} \frac{w(x)^{-p^{\prime} / p}}{x^{p^{\prime}}} d x\right)^{1 / p^{\prime}} \\
\leq C\left(\int_{0}^{t} w(x) d x\right)^{1 / p}\left(\int_{t}^{\infty} x^{-1-\epsilon p^{\prime} / p}\left(\int_{0}^{x} y^{-\epsilon} w(y) d y\right)^{-p^{\prime} / p} d x\right)^{1 / p^{\prime}} \\
\leq C t^{-\epsilon / p}\left(\int_{0}^{t} w(x) d x\right)^{1 / p}\left(\int_{0}^{t} y^{-\epsilon} w(y) d y\right)^{-1 / p} \leq C
\end{gathered}
$$

where the estimate

$$
\int_{0}^{t} y^{-\epsilon} w(y) d y \geq t^{-\epsilon} \int_{0}^{t} w(y) d y
$$

has been used.

We conclude this section showing an application of the reverse Hölder type inequality which shows the relation between the classes $\mathcal{C}_{p}$ for different values of $p$

Proposition 2.9.
i) If the weight $w$ satisfies the condition $M_{p}$ then it also satisfies $M_{q}$, for all $q>p$ and $\|w\|_{M_{q}}^{q} \leq 4^{p}\|w\|_{M_{p}}^{p}$.
ii) If the weight $w$ satisfies the condition $M^{p}$ then it also satisfies $M^{q}$, for all $q>p$ and $\|w\|_{M^{q}} \leq 8 q\|w\|_{M^{p}}$.
iii) If the weight $w$ satisfies the condition $M_{p}$ then for all $q>p$, the weight $w(t) t^{q-p}$ satisfies $M_{q}$ with constant $\left\|w t^{q-p}\right\|_{M_{p}} \leq 8 q\|w\|_{M_{p}}$.

Proof. Let us remark that the assertion i) is nothing but Hölder's inequality and ii) and iii) are consequences of reverse Hölder type inequalities satisfied by these classes of weights.
i) Let $f \in L^{q}(w)$. Since $q / p>1$ we have

$$
\int_{0}^{\infty}|P(f)|^{q} w \leq \int_{0}^{\infty} P\left(|f|^{q / p}\right)^{p} w \leq 4^{p}\|w\|_{M_{p}}^{p} \int_{0}^{\infty}|f|^{q} w
$$

ii) Since $w \in M^{p}$, the reverse Hölder inequality for this class of weights derived in the Proposition 2.4 implies that for all $\varepsilon>0$ such that $\epsilon p\|w\|_{M^{p}}<1$, the weight $w(t) t^{-\epsilon p} \in M^{p}$, with constant

$$
\left\|w t^{-\epsilon p}\right\|_{M^{p}} \leq \frac{4\|w\|_{M^{p}}}{1-\epsilon p\|w\|_{M^{p}}}
$$

Let $f \in L^{q}(w)$, with $q>p>1$, then applying Hölder's inequality with exponents $p / q$ and $(q-p) / q$, we have

$$
\begin{aligned}
|Q(f)(t)| & \leq\left(\int_{t}^{\infty} \frac{|f(x)|^{q / p}}{x^{1-\epsilon q}} d x\right)^{p / q}\left(\int_{t}^{\infty} x^{-1-p \epsilon /(q-p)} d x\right)^{(q-p) / q} \\
& \leq C\left[Q\left(|f(x)|^{q / p} x^{\epsilon q}\right)(t)\right]^{p / q} t^{-\epsilon p}
\end{aligned}
$$

with $C=\left(\frac{q-p}{\epsilon p}\right)^{(q-p) / q}$. Thus,

$$
\begin{aligned}
\int_{0}^{\infty}|Q f|^{q} w & \leq C^{q} \int_{0}^{\infty}\left[Q\left(|f|^{q / p} x^{\epsilon}\right)(t)\right]^{p} t^{-\epsilon p} w(t) d t \\
& \leq C^{\prime} \int_{0}^{\infty}\left(|f|^{q / p} x^{\epsilon}\right)^{p} x^{-\epsilon p} w(x) d x=C^{\prime} \int_{0}^{\infty}|f(x)|^{q} w(x) d x
\end{aligned}
$$

with

$$
C^{\prime}=\left(\frac{q-p}{\epsilon p}\right)^{q-p}\left(\frac{4\|w\|_{M^{p}}}{1-\epsilon p\|w\|_{M^{p}}}\right)^{p}
$$

Let $2 p \epsilon\|w\|_{M^{p}}=1$, then we obtain

$$
\|w\|_{M^{q}} \leq 8\|w\|_{M^{p}}(q-p)^{1-p / q}
$$

iii) Let $f$ be an element in $L^{q}(w)$, then $w t^{\epsilon p} \in M_{p}$ with constant

$$
\left\|w t^{\epsilon p}\right\|_{M_{p}} \leq \frac{4\|w\|_{M_{p}}}{1-\epsilon p\|w\|_{M_{p}}}
$$

whenever $\epsilon p\|w\|_{M_{p}}<1$. By Hölder's inequality we have

$$
\begin{aligned}
|P(f)(t)| & \leq \frac{1}{t} \int_{0}^{t}|f(x)| d x \\
& \leq\left(\frac{1}{t} \int_{0}^{t}|f(x)|^{q / p} x^{q / p-1-\epsilon} d x\right)^{p / q}\left(\frac{1}{t} \int_{0}^{t} x^{(-1+\epsilon p /(q-p)} d x\right)^{q-p / q} \\
& =C\left(\frac{1}{t} \int_{0}^{t}|f(x)|^{q / p} x^{q / p-1-\epsilon} d x\right)^{p / q} t^{-1+p(1+\epsilon) / q}
\end{aligned}
$$

with $C=\left(\frac{q-p}{\epsilon p}\right)^{(q-p) / q}$. Therefore,

$$
\begin{aligned}
\int_{0}^{\infty}|P(f)(t)|^{q} w(t) t^{q-p} d t & \leq C^{q} \int_{0}^{\infty}\left(P\left(|f|^{q / p} x^{q / p-1-\epsilon}\right)(t)\right)^{p} t^{p \epsilon} w(t) d t \\
& \leq C^{\prime \prime} \int_{0}^{\infty}|f|^{q} x^{q-p-\epsilon p} w(x) x^{\epsilon p} d x=C^{\prime \prime} \int_{0}^{\infty}|f|^{q} x^{q-p} d x
\end{aligned}
$$

where

$$
C^{\prime \prime}=\left(\frac{q-p}{\epsilon p}\right)^{q-p}\left(\frac{4\|w\|_{M_{p}}}{1-\epsilon p\|w\|_{M_{p}}}\right)^{p} .
$$

Thus, if we once again take $2 p \epsilon\|w\|_{M_{p}}=1$ we obtain

$$
\left\|w t^{q-p}\right\|_{M_{q}} \leq 8\|w\|_{M^{p}}(q-p)^{1-p / q}
$$

and the result follows.
REmARK. In order to complete the information we have about the $\mathcal{C}_{p}$ weights it is worth to mention here (cf. the Remark after Proposition 3.6 bellow) that the classes $\mathcal{C}_{p}$ are log-convex. This fact should be added to the results given in the Lemma 2.5, quoted before.

## 3. Applications to real interpolation: reiteration and extrapolation.

In this section we develop a basic theory of real interpolation associated with Calderón weights. An important new aspect of our theory is the extrapolation theorem 3.6 which plays the role of a reiteration theorem. On the other hand many of the usual properties associated with real interpolation are valid in our context and can be obtained by suitable modifications of known results.

The following properties are easy to prove.
Proposition 3.1. Let $w$ be a $\mathcal{C}_{p}$ weight. Then,
i) The spaces $\bar{A}_{w, p ; K}$ and $\bar{A}_{w, p ; J}$ are intermediate spaces, i.e., we have $A_{0} \cap A_{1} \hookrightarrow$
$\bar{A}_{w, p ; K} \hookrightarrow A_{0}+A_{1}$ and $A_{0} \cap A_{1} \hookrightarrow \bar{A}_{w, p ; J} \hookrightarrow A_{0}+A_{1}, 1 \leq p \leq \infty$.
ii) $A_{0} \cap A_{1}$ is always dense in $\bar{A}_{w, p ; J}, 1 \leq p<\infty$.
iii) The spaces $\bar{A}_{w, p ; K}$ and $\bar{A}_{w, p ; J}$ are interpolation spaces, $1 \leq p \leq \infty$.
iv) $\bar{A}_{w, p ; K} \hookrightarrow \bar{A}_{w, p ; J}, 1 \leq p \leq \infty$.

The next important result, due to Brundyi and Krugljak [BK], shows that the $\mathcal{C}_{p}$ conditions are necessary and sufficient for the equivalence between the $K$ and $J$ methods.

Proposition 3.2. Let $1 \leq p \leq \infty$, then $\bar{A}_{w, p ; J} \hookrightarrow \bar{A}_{w, p ; K}$ for all compatible pairs of Banach spaces if and only if the weight $w$ is in $\mathcal{C}_{p}$.

In $[\mathbf{B K}]$ the authors showed the necessity of the $\mathcal{C}_{p}$ condition by means of considering the pair $\left(L^{1}(d t), L^{1}(d t / t)\right)$ plus the technical conditions

$$
L^{p}(w) \hookrightarrow L^{1}+L^{1}(d t / t), \quad L^{p}(w) \cap L^{\text {loc }}(d t / t) \neq\{0\}
$$

(see [BK], condition (3.4.2) and Lemma 3.4.4).
However, one could use essentially any pair of rearrangement invariant spaces without any other assumptions. More precisely,

Let $w>0$ a.e. and let $\bar{A}=\left(A_{0}, A_{1}\right)$ be a compatible pair of r.i. spaces such that the corresponding fundamental functions satisfy

$$
\lim _{s \rightarrow 0} \frac{\phi_{A_{0}}(s)}{\phi_{A_{1}}(s)}=0, \quad \lim _{s \rightarrow \infty} \frac{\phi_{A_{0}}(s)}{\phi_{A_{1}}(s)}=\infty .
$$

(recall that the fundamental function $\phi_{A_{0}}(s)$ of a r.i. space is given by $\phi_{A_{i}}(s)=$ $\left\|\chi_{[0, s]}\right\|_{A_{i}}, s>0, i=0,1$ (see $\left.[\mathbf{B S}]\right)$ ).

If $A_{0} \cap A_{1} \hookrightarrow \bar{A}_{w, p ; J} \hookrightarrow \bar{A}_{w, p ; K}$, for some $1 \leq p \leq \infty$ then the weight $w \in \mathcal{C}_{p}$.
The proof of this fact is left to the reader (see Proposition 4.2. below for a related result).

We consider the duality theory associated with these methods. The following two propositions are straightforward generalizations of the classical results (cf. [BL]).

Proposition 3.3. Let $w \in \mathcal{C}_{p}$. Suppose that $A_{0} \cap A_{1}$ is dense in $A_{0}$ and $A_{1}$. If $A_{i}^{\prime}$ denotes the dual space of $A_{i}$, then $\left(A_{1}^{\prime}, A_{0}^{\prime}\right)_{w, p ; J} \hookrightarrow\left(A_{0}, A_{1}\right)_{w^{-p^{\prime} / p}, p^{\prime} ; K}^{\prime}$, $1<p<\infty$, and $\left(A_{1}^{\prime}, A_{0}^{\prime}\right)_{w^{-1}, \infty ; J} \hookrightarrow\left(A_{0}, A_{1}\right)_{w, 1 ; K}^{\prime}$.

Proposition 3.4. If the weight $w \in \mathcal{C}_{p}$ then $\left(A_{0}, A_{1}\right)_{w, p ; J}^{\prime} \hookrightarrow\left(A_{1}^{\prime}, A_{0}^{\prime}\right)_{w^{-p^{\prime} / p, p^{\prime} ; K}}$, $1<p<\infty$ and $\left(A_{0}, A_{1}\right)_{w, 1 ; J}^{\prime} \hookrightarrow\left(A_{1}^{\prime}, A_{0}^{\prime}\right)_{w^{-1}, \infty ; K}$

Combining the previous results we get
Corollary 3.5. Suppose that $w \in \mathcal{C}_{p}$, and $A_{0} \cap A_{1}$ is dense in $A_{0}$ and $A_{1}$, then,

$$
\begin{aligned}
& \left(A_{0}, A_{1}\right)_{w, p ; K}^{\prime} \cong\left(A_{1}^{\prime}, A_{0}^{\prime}\right)_{w^{-p^{\prime} / p, p^{\prime} ; K}} \quad 1<p<\infty \\
& \left(A_{0}, A_{1}\right)_{w, 1 ; K}^{\prime} \cong\left(A_{1}^{\prime}, A_{0}^{\prime}\right)_{w^{-1}, \infty ; K}
\end{aligned}
$$

We shall now consider reiteration results. We begin remarking the following fact:

Let $1 \leq p_{0}, p_{1} \leq \infty$ and $w_{0} \in \mathcal{C}_{p_{0}}, w_{1} \in \mathcal{C}_{p_{1}}$. Then, the pairs

$$
\bar{A}_{\bar{w}, \bar{p} ; K}=\left(\bar{A}_{w_{0}, p_{0} ; K}, \bar{A}_{w_{1}, p_{1} ; K}\right) \quad \text { and } \quad L_{(\bar{p})}(\bar{w})=\left(L^{p_{0}}\left(w_{0}\right), L^{p_{1}}\left(w_{1}\right)\right)
$$

are almost "bl-pseudoretracts" of each other (in the sense indicated in [Cw], p.125]). In order to prove our claim we need to show that the following two statements hold:

1. Given any $a \in \Sigma(\bar{A})=A_{0}+A_{1}$, let $K_{a}(t)=\frac{K(a, t ; A)}{t}$. Then, there exists a linear map $V$ from $\Sigma(\bar{A})$ into the space of measurable functions on $(0, \infty)$ such that $V a=K_{a}$ and for all $b \in \Sigma(\bar{A}),|V b(t)| \leq K_{b}(t),(t>0)$ and, consequently, $\|V b\|_{L_{\bar{p}}(\bar{w})} \leq 2\|b\|_{\bar{A}_{\bar{p}, \bar{w}}}$.

As usual, the last inequality means that $V$ is a bounded operator from $\bar{A}_{w_{i}, p_{i} ; K}$ into $L^{p_{i}}\left(w_{i}\right)$, with norm less or equal than $2, i=0,1$.
2. Given any $a \in \Sigma\left(\bar{A}_{\bar{w}, \bar{p} ; K}\right)$, there exists a linear operator $T$ bounded from $L_{\bar{p}}(\bar{w})$ into $\bar{A}_{\bar{w}, \bar{p} ; K}$ and such that $T\left(K_{a}\right)=a$.

The proofs of $\mathbf{1}$ and $\mathbf{2}$ can be obtained by a straightforward generalization of the methods of $[\mathbf{C w}]$ or, alternatively, as a consequence of the general results indicated in [DO]. At any rate it is easy to give explicit definitions of the operators $S$ and $T$, as we now indicate.

If $n \in \mathbb{Z}$, by the Hahn-Banach theorem, there exists a linear functional $l_{n}$ on $\Sigma(\bar{A})$ such that $l_{n}(a)=K\left(2^{n}, a ; \bar{A}\right)$ and $\left|l_{n}(b)\right| \leq K\left(2^{n}, b ; \bar{A}\right), \forall b \in \Sigma(\bar{A})$. Then, the operator

$$
V b(t)=\sum_{n=-\infty}^{\infty} \frac{l_{n}(b)}{K\left(2^{n}, a ; \bar{A}\right)} \cdot \frac{K(t, a ; \bar{A})}{t} \chi_{\left[2^{n-1}, 2^{n}\right)}(t)
$$

satisfies the required properties.
On the other hand, let $a=\int_{0}^{\infty} a(t) \frac{d t}{t}$, with $a(t) \in \Delta(\bar{A})=A_{0} \cap A_{1}$ and such that $J(t, a(t) ; \bar{A}) \leq C K(t, a ; \bar{A}),(t>0)$ (this is possible thanks to the "fundamental
lemma of interpolation"). Then, the operator $T$ given by

$$
T f=\int_{0}^{\infty} \frac{f(t) a(t)}{K(t, a ; \bar{A})} d t
$$

satisfies the required boundedness as it can be easily seen by using the $J$-functional instead of the $K$-functional.

The main (and obvious) consequence of $\mathbf{1}$ and $\mathbf{2}$ is the following equivalence of $K$-functionals.

$$
\begin{equation*}
K\left(t, a ; \bar{A}_{\bar{w}, \bar{p} ; K}\right) \sim K\left(t, K_{a} ; L_{\bar{p}}(\bar{w})\right), \quad a \in \Sigma\left(\bar{A}_{\bar{w}, \bar{p} ; K}\right) . \tag{3.1}
\end{equation*}
$$

Combining 1, 2 and (3.1) with Sparr's theorem, which establishes that $L_{\bar{p}}(\bar{w})$ is a Calderón pair, lead us to

Proposition 3.6. $\bar{A}_{\bar{w}, \bar{p} ; K}$ is a Calderón pair. That is, for any $a, b \in \Sigma\left(\bar{A}_{\bar{w}, \bar{p} ; K}\right)$ with

$$
K\left(t, b ; \bar{A}_{\bar{w}, \bar{p} ; K}\right) \leq K\left(t, a ; \bar{A}_{\bar{w}, \bar{p} ; K}\right)
$$

for all $t>0$, there exists an operator $U$ bounded in $\bar{A}_{\bar{w}, \bar{p} ; K}$ with $U a=b$.
Moreover, (3.1) can be also used to prove reiteration results. We consider first a reiteration formula of Holmstedt type. In fact, using the well known characterizations of $K$-functionals on $L^{p}$-spaces (see remark 2 in $[\mathbf{C w}]$ ), and (3.1) we obtain the following Holmsted type formulae:

$$
\begin{aligned}
& \text { For } 1 \leq p_{0}<p_{1}<\infty, \text { and } \frac{1}{\alpha}=\frac{1}{p_{0}}-\frac{1}{p_{1}}, \\
& \qquad K\left(t, a ; \overline{A_{\bar{w}}, \bar{p} ; ; K}\right) \sim \\
& \left(\int_{0}^{t^{\alpha}}\left(K_{a}(s)\left(\frac{w_{1}(s)}{w_{0}(s)}\right)^{\frac{1}{p_{1}-p_{0}}}\right)^{* p_{0}} d s\right)^{1 / p_{0}}+\left(\int_{t^{\alpha}}^{\infty}\left(K_{a}(s)\left(\frac{w_{1}(s)}{w_{0}(s)}\right)^{\frac{1}{p_{1}-p_{0}}}\right)^{* p_{1}} d s\right)^{1 / p_{1}}
\end{aligned}
$$

where the nonincreasing rearrangement of the functions is taken with respect to the measure $d \mu=w_{0}^{\frac{p_{1}}{p_{1}-p_{0}}} w_{1}^{\frac{-p_{0}}{p_{1}-p_{0}}}$ on $[0, \infty)$.

Although in general this formulae is not easy to decode, (3.1) implies interesting results in particular cases. In fact, an easy consequence of (3.1) is the following reiteration theorem:

$$
\begin{equation*}
\left(\bar{A}_{w_{0}, p_{0} ; K}, \bar{A}_{w_{1}, p_{1} ; K}\right)_{w, p ; K}=\bar{A}_{\left(L^{p_{0}}\left(w_{0}\right), L^{p_{1}}\left(w_{1}\right)\right)_{w, p ; K}} \tag{3.2}
\end{equation*}
$$

where the space on the right hand side consists of the elements $a \in \Sigma(\bar{A})$ for which $K_{a} \in\left(L^{p_{0}}\left(w_{0}\right), L^{p_{1}}\left(w_{1}\right)\right)_{w, p ; K}$. Note that in order for (3.2) to be satisfied it is necessary that the weights $w_{0}$ and $w_{1}$ are in the $\mathcal{C}_{p_{0}}$ and $\mathcal{C}_{p_{1}}$ classes respectively, but it is not relevant whether the weight $w$ belongs or not to the $\mathcal{C}_{p}$ class.

Consequences of (3.2) are:
i) If we interpolate by the classical real method, then we obtain

$$
\left(\bar{A}_{w_{0}, p_{0} ; K}, \bar{A}_{w_{1}, p_{1} ; K}\right)_{\theta, p ; K}=\bar{A}_{w, p ; K}
$$

where $1 \leq p_{0}, p_{1}<\infty, w=w_{0}^{p(1-\theta) / p_{0}} w_{1}^{p \theta / p_{1}}, \frac{1}{p}=\frac{1-\theta}{p_{0}}+\frac{\theta}{p_{1}}$.
(It suffices to combine (3.2) with known results about the Lions-Peetre method for weighted $L_{p}$ spaces. See [BL]).

Remark. The Calderón operator is bounded on $L^{p_{0}}\left(w_{0}\right)$ and on $L^{p_{1}}\left(w_{1}\right)$. Therefore by interpolation we have that if $w_{0} \in \mathcal{C}_{p_{0}}$ and $w_{1} \in \mathcal{C}_{p_{1}}$ then

$$
w=w_{0}^{p(1-\theta) / p_{0}} w_{1}^{p \theta / p_{1}} \in \mathcal{C}_{p}
$$

where $\frac{1}{p}=\frac{1-\theta}{p_{0}}+\frac{\theta}{p_{1}}$.
Making, $p_{0}=p_{1}=p$ and $0<\theta<1$, then we see that $w_{0}^{1-\theta} w_{1}^{\theta} \in \mathcal{C}_{p}$ if $w_{0}, w_{1} \in \mathcal{C}_{p}$. This shows that, $\mathcal{C}_{p}$ is a logarithmically convex class (see Lemma 2.5).
ii) (See $\S \mathbf{6}$ below). In the particular case $\bar{A}=\left(L_{1}, L_{\infty}\right), \bar{A}_{p_{0}, w_{0}}=\Lambda\left(w_{0}, p_{0}\right)$. Then,

$$
\left(\Lambda\left(w_{0}, p_{0}\right), \Lambda\left(w_{1}, p_{1}\right)\right)_{\theta, p ; K}=\Lambda(w, p)
$$

where $w=w_{0}^{p(1-\theta) / p_{0}} w_{1}^{p \theta / p_{1}}, \frac{1}{p}=\frac{1-\theta}{p_{0}}+\frac{\theta}{p_{1}}$.
Under our current assumptions it does not matter if we define the Lorentz spaces using $f^{*}$ or $f^{* *}$. Indeed, since the weights $w_{0}$ (resp. $w_{1}$ ) are assumed to be $\mathcal{C}_{p_{0}}$ (resp. $\mathcal{C}_{p_{1}}$ ) weights, it follows that $w$ is a $\mathcal{C}_{p}$ weight by the previous remark.
iii) As an application of the factorization of $\mathcal{C}_{p}$ weights we prove the following.

Theorem 3.7. Let $1<p<\infty$ and suppose that $w \in \mathcal{C}_{p}$. Then, there exist $w_{0}, w_{1} \in \mathcal{C}_{1}$ such that

$$
\left(\bar{A}_{w_{0}, 1 ; K}, \bar{A}_{w_{1}^{-1}, \infty ; K}\right)_{1 / p^{\prime}, p ; K}=\bar{A}_{w, p ; K} .
$$

Proof. By (3.2) with $p_{0}=1$ and $p_{1}=\infty$,

$$
\left(\bar{A}_{w_{0}, 1 ; K}, \bar{A}_{w_{1}^{-1}, \infty ; K}\right)_{1 / p^{\prime}, p ; K}=\bar{A}_{\left(L^{1}\left(w_{0}\right), L^{\infty}\left(w_{1}^{-1}\right)\right)_{1 / p^{\prime}, p ; K}}
$$

where $w_{0}, w_{1} \in \mathcal{C}_{1}$. Then, it is enough to apply the factorization and observe that

$$
\begin{equation*}
\left(L^{1}\left(w_{0}\right), L^{\infty}\left(w_{1}^{-1}\right)\right)_{1 / p^{\prime}, p ; K}=L^{p}\left(w_{0} w_{1}^{1-p}\right) \tag{3.3}
\end{equation*}
$$

This last equality is true since

$$
K\left(t, f ;\left(L^{1}\left(w_{0}\right), L^{\infty}\left(w_{1}^{-1}\right)\right)\right)=K\left(t, f w_{1}^{-1} ;\left(L^{1}\left(w_{0} w_{1}\right), L^{\infty}\right)\right)
$$

and

$$
\left(L^{1}\left(w_{0} w_{1}\right), L^{\infty}\right)_{1 / p^{\prime}, p ; K}=L^{p}\left(w_{0} w_{1}\right)
$$

So, $f \in\left(L^{1}\left(w_{0}\right), L^{\infty}\left(w_{1}^{-1}\right)\right)_{1 / p^{\prime}, p ; K}$ if and only if $f w_{1}^{-1} \in L^{p}\left(w_{0} w_{1}\right)$ and this means that $f \in L^{p}\left(w_{0} w_{1}^{1-p}\right)$

Remark. (3.3) applied to the Calderón operator also shows the implication $w_{0}, w_{1} \in \mathcal{C}_{1}$ then $w=w_{0} w_{1}^{1-p} \in \mathcal{C}_{p}$.

Next, we are going to compare our interpolation scales with the ones given by functional parameters.

Proposition 3.8. Let $w \in \mathcal{C}_{1}$, and let $\bar{A}=\left(A_{0}, A_{1}\right)$ be a pair. Then, we have

1) $P w, Q w$ and $S w$ are equivalent to quasipowers.
2) $\bar{A}_{w, 1 ; K}=\bar{A}_{P w, 1 ; K}$.
3) $\bar{A}_{w^{-1}, \infty ; K}=\bar{A}_{(P w)^{-1}, \infty ; K}$.

## Proof.

1) We only prove in detail that $P w$ is a quasipower, the corresponding proofs for $Q w$ and $S w$ are similar. Since $w \in \mathcal{C}_{1}$ we have

$$
P w \leq C w, \quad Q w \leq C w
$$

Denote $v=P w$. Then

$$
\begin{gathered}
v=P w \leq S w=Q(P w)=Q v, \\
P v=P^{2} w \leq C P w=C v \\
Q v=Q(P w)=P(Q w) \leq C P w=C v
\end{gathered}
$$

Hence $v \sim Q v$ and therefore $v$ is equivalent to a nonincreasing function. Thus,

$$
v \leq C P v
$$

and we have shown that $v$ is a quasipower.
2) Since $P w \leq C w$ we have $\bar{A}_{w, 1 ; K} \subset \bar{A}_{P w, 1 ; K}$. To prove the reverse containment note that for any nonnegative and nonincreasing function $f$ we have

$$
\int f w \leq \int P(f) w=\int f Q w \leq \int f P Q w
$$

but from the proof of (1) we have $P Q w=Q P w \approx P w$, therefore we get

$$
\int f w \leq C \int f P w
$$

The last inequality applied to $f=\frac{K(t, x ; \bar{A})}{t}$ implies the desired result.
3) Since $P w \leq C w$ we have $\bar{A}_{(P w)^{-1}, \infty ; K} \subset \bar{A}_{w^{-1}, \infty ; K}$. The converse follows from the fact that for any nonnegative and nonincreasing function $f$ we have

$$
\sup \left(\frac{f}{P w}\right) \leq \sup \left(\frac{P\left(f w w^{-1}\right)}{P w}\right) \leq \sup \left(\frac{f}{w}\right)
$$

Proposition 3.9. Let $1<p<\infty$ and suppose that $w \in \mathcal{C}_{p}$. Then there exist quasipower weights $v_{0}, v_{1}$ such that for any pair $\bar{A}$ we have

$$
\bar{A}_{w, p ; K}=\bar{A}_{v_{0} v_{1}^{1-p}, p ; K}=\bar{A}_{P w, p ; K} .
$$

Proof. By Proposition 2.2 there exist $w_{0}, w_{1} \in \mathcal{C}_{1}$ such that the factorization $w=w_{0} w_{1}^{1-p}$ holds. Therefore by Theorem 3.7 we have $\left(\bar{A}_{w_{0}, 1 ; K}, \bar{A}_{w_{1}^{-1}, \infty ; K}\right)_{1 / p^{\prime}, p ; K}=$ $\bar{A}_{w, p ; K}$. If we combine the last identification with Proposition 3.8 we get

$$
\begin{equation*}
\left(\bar{A}_{P w_{0}, 1 ; K}, \bar{A}_{\left(P w_{1}\right)^{-1}, \infty ; K}\right)_{1 / p^{\prime}, p ; K}=\bar{A}_{w, p ; K} \tag{3.4}
\end{equation*}
$$

Moreover, using once again Proposition 3.8 and Theorem 3.7 we have

$$
\begin{equation*}
\left(\bar{A}_{P w_{0}, 1 ; K}, \bar{A}_{\left.\left(P w_{1}\right)^{-1}, \infty ; K\right)}\right)_{1 / p^{\prime}, p ; K}=\bar{A}_{\left(P w_{0}\right)\left(P w_{1}\right)^{1-p}, p ; K} \tag{3.5}
\end{equation*}
$$

¿From (3.4) and (3.5) we see that the first identification follows with $v_{i}=$ $P w_{i}, i=0,1$, and the last one will follow if we can establish

$$
\begin{equation*}
P w \sim P w_{0}\left(P w_{1}\right)^{1-p} . \tag{3.6}
\end{equation*}
$$

To prove (3.6) we proceed as follows,

$$
\begin{aligned}
P\left(w_{0} w_{1}^{1-p}\right)(t) & =\frac{1}{t} \int_{0}^{t} \frac{w_{0}(x)}{w_{1}(x)^{p-1}} d x \\
& \leq \frac{C}{t} \int_{0}^{t} \frac{w_{0}(x)}{P w_{1}(x)^{p-1}} d x \\
& \leq \frac{C}{t} \int_{0}^{t} \frac{w_{0}(x)}{P w_{1}(t)^{p-1}} d x \\
& =C P w_{0}(t) P w_{1}(t)^{1-p}
\end{aligned}
$$

Conversely, we have

$$
\begin{aligned}
P w_{0}(t) P w_{1}(t)^{1-p} & =\left(\frac{1}{t} \int_{0}^{t} w_{0}(x) d x\right)\left(\frac{1}{t} \int_{0}^{t} w_{1}(x) d x\right)^{1-p} \\
& \leq\left(\frac{1}{t} \int_{0}^{t} w_{0}(x) d x\right) \frac{1}{t} \int_{0}^{t} w_{1}(x)^{1-p} d x \\
& =\frac{1}{t} \int_{0}^{t}\left(\frac{1}{t} \int_{0}^{t} w_{0}\right) w_{1}(x)^{1-p} d x \\
& \leq \frac{C}{t} \int_{0}^{t}\left(\frac{1}{x} \int_{0}^{x} w_{0}\right) w_{1}(x)^{1-p} d x \\
& \leq \frac{C}{t} \int_{0}^{t} w_{0}(x) w_{1}(x)^{1-p} d x=P\left(w_{0} w_{1}^{1-p}\right)(t)
\end{aligned}
$$

We conclude this section with an extrapolation theorem. To motivate the result let us recall the classical reiteration formula:

$$
\left(\bar{A}_{\theta_{0}, p_{0} ; K}, \bar{A}_{\theta_{1}, p_{1} ; K}\right)_{\theta, q ; K}=\left(A_{0}, A_{1}\right)_{\eta, q ; K}
$$

where $\eta=(1-\theta) \theta_{0}+\theta \theta_{1}$. It follows that the second index is not important for reiteration. Thus, for power weights, that is in the classical Lions-Peetre theory, "extrapolation" in the sense of Rubio de Francia is not interesting. In the setting of $\mathcal{C}_{p}$-weights, however, the following extrapolation result holds.

Theorem 3.10. Let $\bar{A}, \bar{B}$ two compatible pairs of Banach spaces, and let $T$ be a linear operator bounded from $\bar{A}_{w, p ; K}$ into $\bar{B}_{w, p ; K}$ for some $p, 1 \leq p<\infty$, and for all $w \in \mathcal{C}_{p}$ with norm that depends only upon the $\mathcal{C}_{p}$-constant for $w$. Then $T$ is also bounded from $\bar{A}_{v, q ; K}$ into $\bar{B}_{v, q ; K}$ for any $q, 1<q<\infty$, and for all $v \in \mathcal{C}_{q}$ with norm that depends only upon the $\mathcal{C}_{q}$-constant for $w$.

Proof. The idea of the proof is to extrapolate the following inequality. If

$$
\int_{0}^{\infty}\left(\frac{K(t, T a ; \bar{B})}{t}\right)^{p} w(t) d t \leq C \int_{0}^{\infty}\left(\frac{K(t, a ; \bar{A})}{t}\right)^{p} w(t) d t
$$

for any weight $w \in \mathcal{C}_{p}$ then the same formula is true for any $q$ and any $v \in \mathcal{C}_{q}$.
We can repeat the argument in the proof of proposition 2.7 applied to the function $\frac{K(t, T a ; \bar{B})}{t}$ instead of the function $T f(x)$ that appears there.

Corollary 3.11. . Let $\bar{A}, \bar{B}$ two compatible pairs of Banach spaces, and let $T$ be a linear operator bounded from $\bar{A}_{w, 1 ; K}$ into $\bar{B}_{w, 1 ; K}$ for all $w$ quasipower weight, with norm that depends only upon the $\mathcal{C}_{1}$-constant for $w$. Then $T$ is also bounded from $\bar{A}_{v^{q} t^{q-1}, q ; K}$ into $\bar{B}_{v^{q} t^{q-1}, q ; K}$ for any $q, 1<q<\infty$, and for all $v$ quasipower weight.

## 4. Other classes of weights

The analysis carried out above for the $\mathcal{C}_{p}$ weights can be extended to other classes of weights. In this section consider in some detail the $\mathcal{B}_{p}$ classes introduced by Ariño-Muckenhoupt in $[\mathbf{A M}]$. Recall that these classes of weights characterize the weights for which the Hardy transform, acting only on decreasing functions, is bounded on $L^{p}(w)$-spaces.

Definition 4.1. We shall say that a weight $w$ belongs to the class $\mathcal{B}_{p}, 1 \leq p<$ $\infty$, if there exists $C>0$ such that for all $t>0$ we have

$$
\begin{equation*}
\int_{t}^{\infty}\left(\frac{t}{x}\right)^{p} w(x) d x \leq C \int_{0}^{t} w(x) d x \tag{p}
\end{equation*}
$$

We say that $w$ belongs to $\mathcal{B}^{\infty}$, if there exists $C>0$ such that for all $t>0$ we have

$$
\int_{0}^{t} P w(x) d x \leq C \int_{0}^{t} w(x) d x
$$

We also let $\mathcal{C} B_{p}=\mathcal{B}_{p} \cap \mathcal{B}^{\infty}$.
It follows from $[\mathbf{A M}],[\mathbf{N} 2]$ and $[\mathbf{S w}]$ that
I. $P f \in L^{p}(w), 1 \leq p<\infty$, for all $f \in L^{p}(w)$, with $f$ decreasing, if and only if $w \in \mathcal{B}_{p}$.
II. $Q f \in L^{p}(w), 1 \leq p<\infty$, for all $f \in L^{p}(w)$ with $f$ decreasing if and only if $w \in \mathcal{B}^{\infty}$.
III. $S f \in L^{p}(w), 1 \leq p<\infty$, for all $f \in L^{p}(w)$, with $f$ decreasing, if and only if $w \in \mathcal{C} B_{p}$.

To see the import of these weights in interpolation theory let us define $\bar{A}_{w, p ; k}$, $1 \leq p \leq \infty$, by

$$
\bar{A}_{w, p ; k}=\left\{a \in A_{0}+A_{1} ; \quad k(t, a ; \bar{A}) \in L^{p}(w(t) d t)\right\}
$$

where $k$ is the derivative of the functional $K$, i.e.

$$
K(t, a ; \bar{A})=K\left(0^{+}, a ; \bar{A}\right)+\int_{0}^{t} k(s, a ; \bar{A}) d s
$$

We denote by

$$
\|a\|_{\bar{A}_{w, p ; k}}=\left(\int_{0}^{\infty}(k(t, a ; \bar{A}))^{p} w(t) d t\right)^{1 / p}
$$

with the corresponding modifications when $p=\infty$. Then, we have

Proposition 4.2. Suppose $A_{0} \cap A_{1}$ is dense in $A_{0}$ and the weight $w \in \mathcal{B}_{p}$ then $\bar{A}_{w, p ; K}=\bar{A}_{w, p ; k}$. Moreover let $\bar{A}=\left(A_{0}, A_{1}\right)$ be a compatible pair of rearrangement invariant spaces such that the corresponding fundamental functions satisfy

$$
\lim _{s \rightarrow 0} \frac{\phi_{A_{0}}(s)}{\phi_{A_{1}}(s)}=0, \quad \lim _{s \rightarrow \infty} \frac{\phi_{A_{0}}(s)}{\phi_{A_{1}}(s)}=\infty
$$

If for some $1 \leq p<\infty, \bar{A}_{w, p ; k}=\bar{A}_{w, p ; K}$ with equivalence of norms, then $w \in \mathcal{B}_{p}$.
Proof. Since $A_{0} \cap A_{1}$ is dense in $A_{0}$, we have (see for instance [ $\left.\mathbf{B S}\right]$ )

$$
\frac{1}{t} K(t, a ; \bar{A})=\frac{1}{t} \int_{0}^{t} k(x, a ; \bar{A}) d x .
$$

Furthermore, the function $k$ is non increasing and non negative, therefore the sufficiency part of the result follows from $[\mathbf{A M}]$.

For the converse, let $a=\chi_{[0, s]} \in A_{0} \cap A_{1}, s>0$. It is easy to see that $K(t, a ; \bar{A})=\min \left\{\phi_{0}(s), t \phi_{1}(s)\right\}$ and $k(t, a ; \bar{A})=\phi_{1}(s) \chi_{\left[0, \frac{\phi_{0}(s)}{\phi_{1}(s)}\right]}$. Then, for some constant $C>0$
$C \int_{0}^{\phi_{0}(s) / \phi_{1}(s)} \phi_{1}(s)^{p} w(t) d t \geq \int_{0}^{\phi_{0}(s) / \phi_{1}(s)} \phi_{1}(s)^{p} w(t) d t+\int_{\phi_{0}(s) / \phi_{1}(s)}^{\infty} \phi_{0}(s)^{p} w(t) \frac{d t}{t^{p}}$
and thus

$$
\left[\frac{\phi_{0}(s)}{\phi_{1}(s)}\right]^{p} \int_{\phi_{0}(s) / \phi_{1}(s)}^{\infty} w(t) \frac{d t}{t^{p}} \leq C \int_{0}^{\phi_{0}(s) / \phi_{1}(s)} w(t) d t
$$

Since the function $\frac{\phi_{0}}{\phi_{1}}$ is continuous, the condition $\mathcal{B}_{p}$ holds.

The $k$-functional appears naturally in weak type interpolation. This is the subject of our next application. In what follows we assume that $A_{0} \cap A_{1}$ is dense in $A_{0}$ and that $\rho$ is a non decreasing positive weight on $(0, \infty)$, such that $\lim _{t \rightarrow 0^{+}} \rho(t)=0$ and $\lim _{t \rightarrow \infty} \rho(t)=\infty$.

Proposition 4.3. Let $T: A_{0} \rightarrow \bar{B}_{\rho, \infty ; k}$ and $T: A_{1} \rightarrow B_{1}$. Suppose that
i) There exist constants $C, \gamma>0$ such that for all $b, b^{\prime} \in B_{0}+B_{1}$

$$
k\left(\gamma t, b+b^{\prime} ; \bar{B}\right) \leq C\left(k(t, b ; \bar{B})+k\left(t, b^{\prime} ; \bar{B}\right)\right)
$$

ii) $u, v$ are two weights satisfying: $u \in \mathcal{B}_{p}$ and $u(\rho(x))=\frac{\gamma v(\gamma x)}{\rho^{\prime}(x)}$,

Then,

$$
T: \bar{A}_{u, p ; k} \rightarrow \bar{B}_{v, p ; k} .
$$

Proof. Given $t>0, a \in A_{0}+A_{1}$ let $a=a_{0}(t)+a_{1}(t)$ be a nearly optimal decomposition, i.e.

$$
\left\|a_{0}(t)\right\|_{A_{0}}+\rho(t)\left\|a_{1}(t)\right\|_{A_{1}} \leq 2 K(\rho(t), a ; \bar{A})
$$

Since $k$ is non increasing we have,

$$
\begin{aligned}
k(\gamma t, T a ; \bar{B}) & \leq C\left[k\left(t, T a_{0}(t) ; \bar{B}\right)+k\left(t, T a_{1}(t) ; \bar{B}\right)\right] \\
& \leq C\left[\frac{1}{\rho(t)}\left\|T a_{0}(t)\right\|_{\bar{B}_{\infty, \rho ; k}}+\frac{1}{t} K\left(t, T a_{1}(t) ; \bar{B}\right)\right] \\
& \leq C \max \left\{\|T\|_{A_{0} \rightarrow \bar{B}_{\infty, p ; K}},\|T\|_{A_{1} \rightarrow B_{1}}\right\}\left[\frac{1}{\rho(t)}\left\|a_{0}(t)\right\|_{A_{0}}+\left\|a_{1}(t)\right\|_{A_{1}}\right] \\
& \leq \frac{C}{\rho(t)} K(\rho(t), a ; \bar{A}) \leq C P[k(\cdot, a ; \bar{A})](\rho(t))
\end{aligned}
$$

Taking $L^{p}(v)$ norms we obtain

$$
\begin{aligned}
\|k(t, T a ; \bar{B})\|_{L^{p}(v(t) d t)} & \leq C\left(\int_{0}^{\infty}\left(P[k(\cdot, a ; \bar{A})]\left(\rho\left(\gamma^{-1} t\right)\right)\right)^{p} v(t) d t\right)^{1 / p} \\
& \leq C\left(\int_{0}^{\infty} P[k(\cdot, a ; \bar{A})](s)^{p} \frac{v\left(\gamma \rho^{-1}(s)\right) \gamma}{\rho^{\prime}\left(\rho^{-1}(s)\right)} d s\right)^{1 / p} \\
& =\left(\int_{0}^{\infty} P[k(\cdot, a ; \bar{A})](s)^{p} u(s) d s\right)^{1 / p} \\
& \leq C\left(\int_{0}^{\infty} k(s, a ; \bar{A})^{p} u(s) d s\right)^{1 / p} \\
& \leq C\|k(s, a ; \bar{A})\|_{L^{p}(u(s) d s)}
\end{aligned}
$$

Remark. Let $T: A_{0} \rightarrow B_{\rho, \infty ; K}$ and $T: A_{1} \rightarrow B_{1}$. If we do not assume the validity of assumption (ii) in proposition 4.3 , then we get $T: A_{u, p ; k} \rightarrow \bar{B}_{v, p ; K}$.

Proof. Given $t>0, a \in A_{0}+A_{1}$ let $a=a_{0}(t)+a_{1}(t)$ be an optimal decomposition, i.e.

$$
\left\|a_{0}(t)\right\|_{A_{0}}+\rho(t)\left\|a_{1}(t)\right\|_{A_{1}} \leq 2 K(\rho(t), a ; \bar{A})
$$

Then

$$
\begin{aligned}
t^{-1} K(t, T a ; \bar{B}) & \leq \frac{1}{t} K\left(t, T a_{0}(t) ; \bar{B}\right)+\frac{1}{t} K\left(t, T a_{1}(t) ; \bar{B}\right) \\
& \leq C \max \left\{\|T\|_{A_{0} \rightarrow \bar{B}_{\infty, \rho ; K}},\|T\|_{A_{1} \rightarrow B_{1}}\right\}\left[\frac{1}{\rho(t)}\left\|a_{0}(t)\right\|_{A_{0}}+\left\|a_{1}(t)\right\|_{A_{1}}\right] \\
& \leq \frac{C}{\rho(t)} K(\rho(t), a ; \bar{A}) \leq C P[k(\cdot, a ; \bar{A})](\rho(t))
\end{aligned}
$$

and the result follows.
Let us also remark that the classes $\mathcal{C} B_{p}$ also appear naturally in interpolation theory. To see this let us first recall the following

Definition 4.4. (cf. [BS]) We say that an operator $T$ is of generalized weak types $(1,1)$ and $(\infty, \infty)$ with respect to Banach pairs $\bar{A}, \bar{B}$, if there exists a constant $C>0$ such that for all $t>0$ we have

$$
\frac{1}{t} K(t, T f ; \bar{B}) \leq C S(K(\cdot, f ; \bar{A}))(t)
$$

It follows from the definitions that if $T$ is of generalized weak types $(1,1)$ and $(\infty, \infty)$ with respect to Banach pairs $\bar{A}, \bar{B}$, then for all $w \in \mathcal{B}_{p}$ we have

$$
T: \bar{A}_{w, p ; K} \rightarrow \bar{B}_{w, p ; K}
$$

## Examples 4.5

Now we provide some examples of weights which illustrate how our theory can be applied for building interpolation scales.

The most important examples of weights in the $\mathcal{C}_{p}$ class are the ones defined by powers which correspond to the Lions-Peetre scales. It is very easy to see that $w(x)=x^{\alpha} \in \mathcal{C}_{p}$ if and only if $-1<\alpha<p-1$. Furthermore $w(x)=$ $x^{\alpha}\left(1+\log ^{+} x\right)^{\beta} \in \mathcal{C}_{p}$ if and only if $-1<\alpha<p-1$, and $\beta \in \mathbb{R}$.

The reverse Hölder type inequality, the factorization theory of the $\mathcal{C}_{p}$-weights, and straightforward computations show that if $w$ is a $\mathcal{C}_{p}$-weight, then $w(x)(1+$ $\left.\log ^{+} x\right)^{\beta}$ and $w(x)\left(1+\log ^{+}(1 / x)\right)^{\beta}$ are also $\mathcal{C}_{p}$-weights, for all $\beta \in \mathbb{R}$. Furthermore, if $w$ is a $\mathcal{C}_{p}$-weight, then there exists $\varepsilon>0$ such that if $\phi$ is the function defined by $\phi(x)=x^{-\varepsilon}$, for $x<1$ and $\phi(x)=x^{\varepsilon}$, for $x \geq 1$, then $v(x)=w(x) \phi(x)$ is also a $\mathcal{C}_{p}$-weight.

Not all the $\mathcal{C}_{p}$-weights are quasi-powers. In the comments after the Proposition (2.7)' we indicate a method for constructing $\mathcal{C}_{1}$ weights not of quasi-power type. The factorization theorem provides us a method for extending these kind of examples for $p>1$.

In the same way, one verifies that the classes $\mathcal{C}_{p}, \mathcal{B}_{p}$ and $\mathcal{C} B_{p}$ are different. The following assertions are not difficult to prove:
i) $\mathcal{B}_{p}$ is strictly smaller that $\mathcal{C} B_{p}$.

More precisely, if $w \in \mathcal{B}_{p}$ then $w \chi_{[0, a]} \in \mathcal{B}_{p} \backslash \mathcal{C} B_{p}$, for all $a>0$. Also if $-1<\alpha<p-1$, the weight $w$ defined by

$$
w(t)= \begin{cases}x^{\alpha}, & \text { if } 0<x \leq 1 \\ x^{-1}, & \text { if } 1<x\end{cases}
$$

belongs to $\mathcal{B}_{p} \backslash \mathcal{B}_{\infty}$.
ii) $\mathcal{C} B_{p}$ is strictly smaller that $\mathcal{C}_{p}$.

Let $\alpha<0$ and $\beta>-1$ be real numbers. Consider the weight

$$
w(t)= \begin{cases}\left(x^{\alpha}-1\right)^{\beta}, & \text { if } 0<x \leq 1 \\ x^{\alpha}, & \text { if } 1<x\end{cases}
$$

Then, if $-1<\alpha<0$, and $\beta>p / p^{\prime}$, we have $w \in \mathcal{C} B_{p} \backslash \mathcal{C}_{p}$.

## 5. Extrapolation of weighted norm inequalities via extrapolation theory

In this section we shall develop a connection with the theory of extrapolation of Jawerth and Milman (cf. [JM], [Mi]). We shall show that under suitable assumptions it is possible to extrapolate from the classical Lions-Peetre scales to the more general scales considered in this paper.

We shall follow the notation of $[\mathbf{J M}]$ and $[\mathbf{M i}]$ to which we also refer for notation and background. In these works it is shown, among other things, that families of estimates, with rates, can be extrapolated. As a consequence of this theory it is possible to obtain sharp estimates of the $K$ functional of a given operator by analyzing the norm behavior of the operator on intermediate families of spaces. This suggests the project of considering weighted norm estimates with rates.

Definition 5.1. For a weight $w$ we let

$$
\begin{gathered}
\|w\|_{\mathcal{B}_{p}}=\inf \left\{C>0: \int_{t}^{\infty}\left(\frac{t}{x}\right)^{p} w(x) d x \leq C \int_{0}^{t} w(x) d x\right\} . \\
\|w\|_{\mathcal{B}^{\infty}}=\inf \left\{C>0: \int_{0}^{t} P w(x) d x \leq C \int_{0}^{t} w(x) d x\right\} . \\
\|w\|_{\mathcal{C B}_{p}}=\|w\|_{\mathcal{B}_{p}}+\|w\|_{\mathcal{B}^{\infty}} .
\end{gathered}
$$

The dependence on the norms of $\mathcal{A}_{p}$ weights of weighted $L^{p}(w)$ norm inequalities for classical operators was recently discussed in $[\mathbf{B u}]$. The dependence of the weighted $L^{p}(w)$ norm inequalities for the Calderón operator $S$ on the $\mathcal{C}_{p}$-norms is, of course, well understood as well (see proposition 2.9 above).

Using extrapolation in the sense of $[\mathbf{J M}]$ we show, under mild extra restrictions, a sharper version of Theorem 3.8.

Theorem 5.2. Let $\alpha>0,1<p<\infty$, and let $\bar{A}$ and $\bar{B}$ be Banach pairs. Suppose that $T$ is a bounded linear operator mapping $T: \bar{A}_{w, p ; K} \rightarrow \bar{B}_{w, p ; K}$, for every $w \in \mathcal{C}_{p}$, with

$$
\|T\|_{\bar{A}_{w, p ; K} \rightarrow \bar{B}_{w, p ; K}} \leq C\|w\|_{\mathcal{C}_{p}}^{\alpha}
$$

then for all $1<q<\infty$, for all $w \in \mathcal{C} B_{q}$ (in particular for all $w \in \mathcal{C}_{q}$ ), we have

$$
T: \bar{A}_{w, q ; K} \rightarrow \bar{B}_{w, q ; K}
$$

Proof. A computation shows that if we let $w_{\theta}(x)=x^{(1-\theta) p-1}, \theta \in(0,1)$, then

$$
\left\|w_{\theta}\right\|_{\mathcal{C}_{p}}=p^{-1 / p} p^{\prime-1 / p^{\prime}}\left(\frac{1}{1-\theta}+\frac{1}{\theta}\right) .
$$

It follows that

$$
T: \bar{A}_{\theta, p ; K} \rightarrow \bar{B}_{\theta, p ; K} .
$$

with

$$
\|T\|_{\bar{A}_{\theta, p ; K} \rightarrow \bar{B}_{\theta, p: K}} \leq c(1-\theta)^{-\alpha} \theta^{-\alpha} .
$$

Therefore by $[\mathbf{J M}]$ we have

$$
K(t, T a ; \bar{B}) \leq c \int_{0}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} K(s, a ; \bar{A}) \frac{d s}{s}+t \int_{t}^{\infty}\left(\log \frac{s}{t}\right)^{\alpha-1} \frac{K(s, a ; \bar{A})}{s} \frac{d s}{s}
$$

and thus,

$$
\frac{K(t, T a ; \bar{B})}{t} \leq c\left(P^{(\alpha)}\left(\frac{K(\cdot, a ; \bar{A})}{\cdot}\right)(t)+Q^{(\alpha)}\left(\frac{K(\cdot, a ; \bar{A})}{\cdot}\right)(t)\right)
$$

Now, suppose $\alpha \geq 1$ and let $n \in \mathbb{N}$ such that $n \leq \alpha<n+1$. Then,

$$
\begin{gathered}
\int_{0}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} K(s, a ; \bar{A}) \frac{d s}{s} \\
=\int_{0}^{t / e}\left(\log \frac{t}{s}\right)^{\alpha-1} K(s, a ; \bar{A}) \frac{d s}{s}+\int_{t / e}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} K(s, a ; \bar{A}) \frac{d s}{s} \\
\leq \int_{0}^{t / e}\left(\log \frac{t}{s}\right)^{n} K(s, a ; \bar{A}) \frac{d s}{s}+\int_{t / e}^{t} K(s, a ; \bar{A}) \frac{d s}{s}
\end{gathered}
$$

therefore $P^{(\alpha)}$ is controlled by the sum of $P$ and $P^{(n+1)}$.
If $0<\alpha<1$, we have

$$
\int_{0}^{t / e}\left(\log \frac{t}{s}\right)^{\alpha-1} K(s, a ; \bar{A}) \frac{d s}{s} \leq \int_{0}^{t / e} K(s, a ; \bar{A}) \frac{d s}{s}
$$

and

$$
\begin{aligned}
& \int_{t / e}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} K(s, a ; \bar{A}) \frac{d s}{s} \leq K(t, a ; \bar{A}) \int_{t / e}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} \frac{d s}{s} \\
= & K(t, a ; \bar{A}) \int_{1}^{e}(\log x)^{\alpha-1} \frac{d x}{x}=C K(t, a ; \bar{A})=C \int_{t / e}^{t} K(t, a ; \bar{A}) \frac{d s}{s} \\
\leq & C^{\prime} \int_{t / e}^{t} \frac{t K(s, a ; \bar{A})}{s} \frac{d s}{s} \leq C^{\prime \prime} \int_{t / e}^{t} K(s, a ; \bar{A}) \frac{d s}{s}
\end{aligned}
$$

and so $P^{(\alpha)}$ is controlled by $P$.
Since similar arguments work for $Q$, and $K(t) / t$ decreases, it follows that for every $1<q<\infty$, and every $w \in \mathcal{C} B_{q}$, we have

$$
T: \bar{A}_{w, q ; K} \rightarrow \bar{B}_{w, q ; K}
$$

as we wished to show.

Note. The proof of the previous result shows that in practice we can extrapolate from estimates in the Lions-Peetre scales to the more general scales considered in this paper.

## Remarks.

i) We refer to $[\mathbf{B u}]$ for a detailed analysis of the dependence on the $\mathcal{A}_{p}$ norms of $w$ of weighted $L^{p}(w)$ inequalities for singular integrals, the Hardy-Littlewood maximal operator and other classical operators. These estimates can be also extrapolated in the sense of $[\mathbf{J M}]$.
ii) There are similar versions of the previous theorem for the other classes of weights.

Example 5.3. We discuss how the methods of this section apply to the study of the maximal operator of Hardy-Littlewood. Let us consider an operator $T$ : $\bar{A}_{\theta, q ; K} \rightarrow \bar{A}_{\theta, q ; K}$ such that

$$
\|T f\|_{\bar{A}_{\theta, q ; K}} \leq \frac{c}{\theta}\|f\|_{\bar{A}_{\theta, q ; K}}, \theta \in(0,1), q \geq 1
$$

Then the theory of $[\mathbf{J M}]$ gives

$$
\begin{equation*}
K\left(t, T f ; A_{0}, A_{1}\right) \leq \int_{0}^{t} K\left(s, f ; A_{0}, A_{1}\right) \frac{d s}{s} \tag{5.1}
\end{equation*}
$$

Let us assume, moreover, that the pair $\bar{A}$ is regular and satisfies the following property (an example of pair that satisfies this property is $\left(L^{1}, L^{\infty}\right)$ ): there exists a constant $c>0$, such that for any $x, y \in A_{0}+A_{1}$, we have

$$
\frac{d}{d t} K\left(2 t, x+y ; A_{0}, A_{1}\right) \leq c\left(\frac{d}{d t} K\left(t, x ; A_{0}, A_{1}\right)+\frac{d}{d t} K\left(t, y ; A_{0}, A_{1}\right)\right), \quad t>0
$$

We shall also assume that $T$ satisfies the 'weak type estimate'

$$
t k\left(t, T f ; A_{0}, A_{1}\right) \leq c\|f\|_{A_{0}}
$$

where $k(t, \ldots)=\frac{d}{d t} K(t, .$.$) .$
Then, we can improve on (5.1) and obtain

$$
\begin{equation*}
t k\left(t, T f, A_{0}, A_{1}\right) \leq c \int_{0}^{t} k\left(s, f ; A_{0}, A_{1}\right) d s \tag{5.2}
\end{equation*}
$$

In fact, given $f \in A_{0}+A_{1}$, let us select an almost optimal decomposition $f=$ $f_{0}(t)+f_{1}(t)$ such that

$$
K\left(t, f ; A_{0}, A_{1}\right) \sim\left\|f_{0}(t)\right\|_{A_{0}}+\left\|f_{1}(t)\right\|_{A_{1}}
$$

and moreover such that (cf. [JM1]),

$$
\begin{gathered}
\left\|f_{0}(t)\right\|_{A_{0}} \sim K\left(t, f ; A_{0}, A_{1}\right)-t k\left(t, f ; A_{0}, A_{1}\right) \\
t\left\|f_{1}(t)\right\|_{A_{1}} \sim t k\left(t, f ; A_{0}, A_{1}\right)
\end{gathered}
$$

Then,

$$
t k\left(2 t, T f ; A_{0}, A_{1}\right) \leq c t\left(k\left(t, T f_{0}(t) ; A_{0}, A_{1}\right)+k\left(t, T f_{1}(t) ; A_{0}, A_{1}\right)\right)
$$

The weak type estimate gives

$$
\begin{aligned}
& t k\left(t, T f_{0}(t) ; A_{0}, A_{1}\right) \leq c\left\|f_{0}(t)\right\|_{A_{0}} \\
\leq & c\left(K\left(t, f ; A_{0}, A_{1}\right)-t k\left(t, f ; A_{0}, A_{1}\right)\right)
\end{aligned}
$$

On the other hand the fact that $k$ is decreasing combined with the extrapolation estimate (5.2) gives

$$
\begin{aligned}
t k\left(t, T f_{1}(t) ; A_{0}, A_{1}\right) \leq K & \left(t, T f_{1}(t) ; A_{0}, A_{1}\right) \leq c \int_{0}^{t} K\left(s, f_{1}(t) ; A_{0}, A_{1}\right) \frac{d s}{s} \\
\leq & c \int_{0}^{t} s\left\|f_{1}(t)\right\|_{A_{1}} \frac{d s}{s} \\
\leq & c \int_{0}^{t} k\left(t, f ; A_{0}, A_{1}\right) d s \\
& =\operatorname{ctk}\left(t, f ; A_{0}, A_{1}\right)
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
t k\left(2 t, T f ; A_{0}, A_{1}\right) & \leq c\left\{K\left(t, f ; A_{0}, A_{1}\right)-t k\left(t, f ; A_{0}, A_{1}\right)\right\}+c\left\{t k\left(t, f ; A_{0}, A_{1}\right)\right\} \\
& \leq c K\left(t, f ; A_{0}, A_{1}\right)=c \int_{0}^{t} k\left(s, f ; A_{0}, A_{1}\right) d s
\end{aligned}
$$

as we wished to show.
In particular, let $T$ be a sublinear operator mapping $L^{p}$ into $L^{p}$ for $p \in(1, \infty)$ and such that

$$
\|T f\|_{p} \leq \frac{c}{p-1}\|f\|_{p}
$$

The previous discussion implies that we have

$$
K\left(t, T f ; L^{1}, L^{\infty}\right) \leq c \int_{0}^{t} K\left(s, f ; L^{1}, L^{\infty}\right) \frac{d s}{s}
$$

or equivalently, in terms of rearrangements, we have

$$
(T f)^{* *}(t) \leq c \int_{0}^{t} s f^{* *}(s) \frac{d s}{s}
$$

To place ourselves under the conditions that apply to the maximal operator of Hardy-Littlewood, let us also assume that $T$ is also an operator of weak type $(1,1)$. Then, we obtain moreover that

$$
(T f)^{*}(t) \leq c f^{* *}(t)=P f^{*}(t)
$$

At this point we can apply the weighted norm inequalities for the operator $P$ studied in this paper. We also refer to our next example and to Example 6.1 below.

Example 5.4. Let T be an operator such that

$$
\begin{equation*}
\|T f\|_{p} \leq c \frac{p^{2}}{p-1}\|f\|_{p}, 1<p<\infty \tag{5.3}
\end{equation*}
$$

It follows from [JM] that

$$
K\left(t, T f ; L^{1}, L^{\infty}\right) \leq c\left(\int_{0}^{t} K\left(s, f ; L^{1}, L^{\infty}\right) \frac{d s}{s}+t \int_{t}^{\infty} \frac{K\left(s, f ; L^{1}, L^{\infty}\right)}{s} \frac{d s}{s}\right)
$$

and since $K\left(t, f, g ; L^{1}, L^{\infty}\right)=t \int_{0}^{t} g^{*}(s) d s=t g^{* *}(t)$,
we get

$$
\begin{equation*}
(T f)^{* *}(t) \leq S\left(f^{* *}\right)(t) \tag{5.3}
\end{equation*}
$$

As a consequence we get that for $w \in \mathcal{C} B_{p}, 1<p<\infty$,

$$
T: \Lambda(w, p) \rightarrow \Lambda(w, p)
$$

Thus, we see that the theory of weighted norm inequalities for $T$ acting on weighted Lorentz spaces can be extrapolated from the classical unweighted $L^{p}$ theory. Moreover, if $T$ is of weak type $(1,1)$ the estimate (5.3)' can be sharpened replacing throughout ${ }^{* *}$ by * leading to

$$
(T f)^{*}(t) \leq c S\left(f^{*}\right)(t)
$$

In particular these results apply to the Hilbert transform $H$, given by

$$
H f(x)=\operatorname{pv} \int_{-\infty}^{\infty} \frac{f(x-y)}{y} d y
$$

The corresponding rearrangement inequalities here are due to O'Neil-Weiss and Calderón, and the weighted Lorentz norm inequalities follow from the work of Boyd and Ariño-Muckenhoupt. In this sense one should view this example as an extention, via extrapolation, of classical estimates for the Hilbert transform to general operators that satisfy the family of estimates (5.3).

## Remark.

The mechanism discussed in the previous examples can be applied to study weighted Lorentz norm inequalities for other classical operators of analysis (cf. $[\mathbf{S}]$ ). In fact, for many of these operators we have very precise $L^{p}$ estimates. In particular, this remark applies to weighted versions of Sobolev embedding theorems. We shall leave the particular details to the interested reader. When applied to power-logarithmic weights, as described in Example 4.5, we get an extension of $[\mathbf{B e R u}]$, where such estimates are extensively studied (cf. also [EOP]).

## 6. Applications to function spaces

In this section we indicate briefly how our results fit in the applications of interpolation theory to the study of specific scales of function spaces. In particular we indicate how our results allow us to extend known results for weighted $L^{p}(w)$ spaces to other scales of spaces. Some of the material here will be useful in $\S 11$ when we consider applications to commutator theorems in the context of concrete scales of function spaces.

Naturally our first example deals with Lorentz spaces.
Example 6.1. For the pair $\left(L^{1}, L^{\infty}\right)$ we have

$$
\begin{aligned}
\frac{K\left(t, f ; L^{1}, L^{\infty}\right)}{t} & =f^{* *}(t) \\
k\left(t, f ; L^{1}, L^{\infty}\right) & =f^{*}(t)
\end{aligned}
$$

Therefore,

$$
\left(L^{1}, L^{\infty}\right)_{w, p ; k}=\Lambda(w, p)
$$

where $\Lambda(w, p)=\left\{f: \int_{0}^{\infty} f^{* p} w<\infty\right\}$ is the corresponding Lorentz space.
If $w \in \mathcal{B}_{p}$ we have, according to Proposition 4.2,

$$
\left(L^{1}, L^{\infty}\right)_{w, p ; K}=\Lambda(w, p)
$$

Using theorem 5.2 we thus obtain an extrapolation theorem for operators acting on Lorentz spaces with $\mathcal{C} B_{p}$ weights which combines features of the Rubio de Francia and the Jawerth-Milman methods. Likewise, if the rates hypothesized in theorem 5.2 are not available we can use the extrapolation theorem 2.6. Let us also note that, moreover, if additional information is available for the operator under study then we can obtain stronger results. For more on this point see Example 5.3 and 5.4 above and Proposition 5.2.2 of [JM].

In connection with the following example we also refer the reader to the reiteration result in §3. ii).
Example 6.2. We shall now consider Tent spaces. These spaces, which were introduced by Coifman, Meyer and Stein (cf. [CMS]), provide a natural framework to study many problems in harmonic analysis. For the characterization of the interpolation spaces between Tent spaces we refer to [CMS], [AM1], [AM2], and the papers quoted therein. We now show that the weighted versions of these spaces introduced in [So] fall out in the scope of our theory.

We start by recalling the definitions. For $x \in \mathbb{R}^{n}$, let $\Gamma(x)=\left\{(y, t) \in \mathbb{R}_{+}^{n+1}\right.$ : $\|x-y\|<t\}$, and for measurable functions $f$ defined on $\mathbb{R}^{n+1}, 0<q<\infty$, let

$$
A_{q}(f)(x)=\left(\int_{\Gamma(x)}|f(y, t)|^{q} \frac{d y d t}{t^{n+1}}\right)^{1 / q}
$$

and for $q=\infty$ we let

$$
A_{\infty}(f)(x)=\sup _{(y, t) \in \Gamma(x)}|f(y, t)|
$$

For $0<p<\infty, 0<q \leq \infty$, the Tent spaces $T_{q}^{p}$ are defined by

$$
T_{q}^{p}=\left\{f: A_{q}(f) \in L^{p}\left(\mathbb{R}^{n}\right)\right\}
$$

There are several ways to define weighted versions of these spaces. For example, extending somewhat $[\mathbf{S o}]$, we let, for a weight $w$ defined on $\mathbb{R}_{+}$,

$$
T_{q} \Lambda(p, w)=\left\{f: A_{q}(f) \in \Lambda(p, w)\right\}
$$

Likewise, if $w$ is a weight defined on $\mathbb{R}^{n}$, we can define weighted versions of Tent spaces associated with $L^{p}(w)$ spaces, by

$$
T_{q}^{p}(w)=\left\{f: A_{q}(f) \in L^{p}(w)\right\}
$$

Before proceeding further let us point out a simple construction with $\mathcal{B}_{p}$ weights which will be useful to derive reiteration theorems in our setup. Let $1 \leq p<r$, then $\nu \in \mathcal{B}_{r / p}$ if and only if there exists $w \in \mathcal{B}_{r}$ such that $\nu(t)=w\left(t^{1 / p}\right) t^{-1 / p^{\prime}}$. Indeed suppose that $\nu(t)=w\left(t^{1 / p}\right) t^{-1 / p^{\prime}}$ with $w \in \mathcal{B}_{r}$, then, for $l>0$, we have

$$
\begin{aligned}
\int_{l}^{\infty}\left(\frac{l}{t}\right)^{r / p} \nu(t) d t & =p \int_{l^{1 / p}}^{\infty}\left(\frac{l^{1 / p}}{x}\right)^{r} w(x) d x \leq c \int_{0}^{l^{1 / p}} w(x) d x \\
& =c \int_{0}^{l} \nu(u) d u
\end{aligned}
$$

and therefore $\nu \in \mathcal{B}_{r / p}$. On the other hand, if $\nu \in \mathcal{B}_{r / p}$, then a similar calculation (cf. [N2]) shows that $w(t)=t^{p / p^{\prime}} \nu\left(t^{p}\right)=t^{p-1} \nu\left(t^{p}\right) \in \mathcal{B}_{r}$ and, consequently, we can write $\nu(t)=w\left(t^{1 / p}\right) t^{-1 / p^{\prime}}$, with $w \in \mathcal{B}_{r}$ as we claimed.

We shall now briefly indicate how the classical interpolation theory for Tent spaces can be extended to our setting. Consider the computation of the $K$ functional for certain pairs of Tent spaces. We note that

$$
K\left(t, f ; T_{q}^{p}, L^{\infty}\left(\mathbb{R}^{n+1}\right)\right) \sim K\left(t, A_{q}(f) ; L^{p}\left(\mathbb{R}^{n}\right), L^{\infty}\left(\mathbb{R}^{n}\right)\right)
$$

(in fact the argument of [AM1] for $q=\infty$, works also for $0<q \leq \infty$ ). Therefore (cf. $[\mathbf{B L}]$ ), for $1 \leq p<r, w \in \mathcal{B}_{r}$, and $w_{p}(t)=w\left(t^{1 / p}\right) t^{-1 / p^{\prime}}$, we get

$$
\left(\frac{K\left(t, f ; T_{q}^{p}, L^{\infty}\right)}{t}\right)^{r} \sim\left(\frac{1}{t^{p}} \int_{0}^{t^{p}} A_{q}(f)^{*}(s)^{p} d s\right)^{r / p}
$$

and

$$
\begin{aligned}
\int_{0}^{\infty}\left(\frac{K\left(t, f ; T_{q}^{p}, L^{\infty}\right)}{t}\right)^{r} w(t) d t & \sim \int_{0}^{\infty} P\left(A_{q}(f)^{* p}\right)\left(t^{p}\right)^{r / p} w(t) d t \\
& \sim \int_{0}^{\infty} P\left(A_{q}(f)^{* p}\right)(t)^{r / p} w\left(t^{1 / p}\right) t^{-1 / p^{\prime}} d t \\
& \leq c \int_{0}^{\infty} A_{q}(f)^{* r}(t) w_{p}(t) d t
\end{aligned}
$$

Conversely, we observe that

$$
\begin{aligned}
\int_{0}^{\infty} A_{q}(f)^{* r}(t) w_{p}(t) d t & =\int_{0}^{\infty}\left(A_{q}(f)^{* p}(t)\right)^{r / p} w_{p}(t) d t \\
& \leq \int_{0}^{\infty}\left(P\left(A_{q}(f)^{* p}\right)(t)\right)^{r / p} w_{p}(t) d t \\
& \sim \int_{0}^{\infty}\left(\frac{K\left(t, f ; T_{q}^{p}, L^{\infty}\right)}{t}\right)^{r} w(t) d t
\end{aligned}
$$

We have thus shown that for $w \in \mathcal{B}_{r}, 1 \leq p<r$, we have

$$
\left(T_{q}^{p}, L^{\infty}\right)_{w, r ; K}=T_{q} \Lambda\left(r, w_{p}\right)
$$

The case $p=\infty$ requires some modifications (cf. [CMS]).
Example 6.3. In this example we discuss weighted Hardy-Sobolev spaces. A general reference for the material here is $[\mathbf{L u}]$. Let $H^{p}\left(\mathbb{R}^{n}\right)$ denote the usual Hardy $H^{p}$ spaces on $\mathbb{R}^{n}, 0<p<\infty$. For $\alpha>0$ we let $I^{\alpha}$ (the Riesz potential of order $-\alpha$ ) be defined by $\left(I^{\alpha} f\right)^{\wedge}(\xi)=c|\xi|^{\alpha} \hat{f}(\xi)$. The Hardy-Sobolev spaces $\dot{W}_{H^{p}}^{\alpha}\left(\mathbb{R}^{n}\right)$ are defined by

$$
\dot{W}_{H^{p}}^{\alpha}\left(\mathbb{R}^{n}\right)=\left\{f \in S^{\prime}: I^{\alpha} f \in H^{p}\left(\mathbb{R}^{n}\right)\right\}
$$

with

$$
\|f\|_{\dot{W}_{H}^{\alpha}\left(\mathbb{R}^{n}\right)}=\left\|I^{\alpha} f\right\|_{H^{p}\left(\mathbb{R}^{n}\right)}
$$

The characterization of the $K$-functional for the pair $\left(H^{p}\left(\mathbb{R}^{n}\right), \dot{W}_{H^{p}}^{\alpha}\left(\mathbb{R}^{n}\right)\right)$ is well known (cf. $[\mathbf{L u}]$ ), and we have

$$
K\left(t, f ; H^{p}\left(\mathbb{R}^{n}\right), \dot{W}_{H^{p}}^{k}\left(\mathbb{R}^{n}\right)\right) \approx \omega_{k}\left(t^{1 / k}, f\right)_{H^{p}}
$$

where $\omega_{k}\left(t^{1 / k}, f\right)_{H^{p}}$ denotes the $H^{p}$ modulus of continuity given by

$$
\omega_{k}\left(t^{1 / k}, f\right)_{H^{p}}=\sup _{|u|<t^{1 / k}} \sum_{j=0}^{k}(-1)^{j}\binom{k}{j}\|f(\cdot+j u)\|_{H^{p}}
$$

Thus the interpolation spaces $\left(H^{p}\left(\mathbb{R}^{n}\right), \dot{W}_{H^{p}}^{\alpha}\left(\mathbb{R}^{n}\right)\right)_{w, q ; K}$ give weighted integrability conditions for these moduli of continuity.

It is interesting to remark here, for future use, that nearly optimal decompositions can be achieved through the use of certain "homogeneous" multipliers. Recall that "homogeneous" multipliers are given by a family of uniformly bounded operators on $H^{p}\left(\mathbb{R}^{n}\right),\left\{M_{\varepsilon}\right\}_{\varepsilon>0}$, such that $\left(M_{\varepsilon} f\right)^{\wedge}(\xi)=m(\varepsilon \xi) \hat{f}(\xi)$, where $m \in L^{\infty}, f \in L^{2} \cap H^{p}$ (cf. $\left.[\mathbf{L} \mathbf{u}]\right)$. Under suitable conditions we have that

$$
f=\left(f-M_{\varepsilon(t)} f\right)+M_{\varepsilon(t)} f
$$

is an optimal decomposition for the computation of $K\left(t, f ; H^{p}\left(\mathbb{R}^{n}\right), \dot{W}_{H^{p}}^{k}\left(\mathbb{R}^{n}\right)\right)$. In particular this applies to the Abel-Poisson homogeneous multipliers given by
$\left(W_{t}^{\alpha} f\right)^{\wedge}(\xi)=e^{-|t \xi|^{\alpha}} \hat{f}(\xi)$. Then, in the notation of $\S 7$ below, we have

$$
\begin{gathered}
D_{K}(t) f=f-W_{t^{1 / \alpha}}^{\alpha} f \\
\left(I-D_{K}(t)\right) f=W_{t^{1 / \alpha}}^{\alpha} f
\end{gathered}
$$

Example 6.4. Hardy spaces with weights can be characterized through the use of weighted Tent spaces. This can be seen, for example, by means of establishing
weighted norm inequalities showing the equivalence between the $L^{p}(w)$ norms of non-tangential maximal functions and square functions. In particular this equivalence holds for weights in the $\mathcal{A}_{\infty}$ class of Muckenhoupt. For more details we refer to $[\mathbf{W u}]$. In particular this remark allows us to transplant the theory of interpolation of weighted Tent spaces to the setting of weighted Hardy spaces. For a more detailed account of the connection between Hardy spaces and Tent spaces we refer to [CMS], see also Example 11.10 below.
Example 6.5. Example 6.1 can be easily generalized to the setting of Sobolev spaces. This follows from the fact that

$$
K\left(t, f ; W_{1}^{k}\left(\mathbb{R}^{n}\right), W_{\infty}^{k}\left(\mathbb{R}^{n}\right)\right) \sim \sum_{|\alpha| \leq k} K\left(t, D^{\alpha} f ; L^{1}\left(\mathbb{R}^{n}\right), L^{\infty}\left(\mathbb{R}^{n}\right)\right)
$$

Therefore if $w \in \mathcal{B}_{p}$ we obtain

$$
\left(W_{1}^{k}\left(\mathbb{R}^{n}\right), W_{\infty}^{k}\left(\mathbb{R}^{n}\right)\right)_{w, p ; K}=W_{\Lambda(w, p)}^{k}\left(\mathbb{R}^{n}\right)
$$

where

$$
W_{\Lambda(w, p)}^{k}\left(\mathbb{R}^{n}\right)=\left\{f: D^{\alpha} f \in \Lambda(w, p)\left(\mathbb{R}^{n}\right),|\alpha| \leq k\right\}
$$

provided with its natural norm.
Example 6.6. In a similar fashion we can treat the familiar scales of real interpolation spaces including Besov spaces (cf. [Bui]) and non-commutative $L^{p}$ spaces (cf. [BL]). In particular non-commutative weighted Lorentz spaces appear as interpolation spaces between non-commutative $L^{p}$ spaces. The theory of extrapolation of inequalities developed in this paper thus applies in this set-up. In particular, we believe that our approach would have applications to the estimates of the behavior of singular numbers of integral operators (cf. [We]) and the references quoted therein.

Example 6.7. Sometimes it is convenient to replace the $K$-functional by suitable variants involving powers of the norms. The theory developed in this paper can be readily adapted replacing $K$-functionals with $K_{p}$ functionals (cf. [HP]). In some cases this remark allows to simplify some calculations in the applications. In particular this applies to the theory of Dirichlet spaces developed by Beurling and Denny (cf. [BD]), where the $K_{2}$ functional plays an important role. Moreover, as it happens in the theory of Dirichlet spaces, the structure of the optimal decompositions is sometimes easier to relate to the solution of classical variational problems. We shall return to this point in $\S 11$ in connection with the theory of commutators. The reader interested in Dirichlet spaces is referred to Example 11.12 below.

## 7. Commutators defined by the K-method

In this section we shall apply the theory of weighted interpolation spaces to the study of commutators in real interpolation scales. The commutator estimates in the real method of interpolation were originally introduced in [JRW]. Since then the subject has been extensively studied and applied in the literature. We refer to [MR] for a survey of recent contributions. There are different operators associated with the real methods of interpolation. In this paper we shall focus mainly on the $K$ method but analogous results are valid for the $J$ and $E$ methods. However it is relatively easy, in general, to adapt the methods for the $K$ method to deal with other methods. For a general unified approach to the theory of commutators for the real and complex methods we refer to the forthcoming paper [CKMR].

The possibility of proving commutator estimates is due to suitable cancellations that allow one to obtain a more favorable estimate that would otherwise been possible to obtain. Another obstacle to be overcame when dealing with these operations is the fact that they are in general non-linear.

In our development here we shall generalize somewhat the basic operators associated with optimal decompositions introduced in [JRW], and show that bounded operators in weighted interpolation scales commute with these operations.

We shall now recall the basic facts and definitions. Let $\bar{A}=\left(A_{0}, A_{1}\right)$ be a Banach pair, and let $a \in A_{0}+A_{1}, t>0$. We shall say that a decomposition $a=a_{0}(t)+a_{1}(t)$ is almost optimal for the $K$ method, if

$$
\left\|a_{0}(t)\right\|_{0}+t\left\|a_{1}(t)\right\|_{1} \leq c K(t, a ; \bar{A})
$$

where $c$ is a constant whose value is fixed during our discussion, for instance $c=2$.
It is clear that we can always choose almost optimal decompositions such that that the function from $(0, \infty)$ into $A_{0}+A_{1}$ given by $t \rightarrow a_{0}(t)+a_{1}(t)$ is measurable. To see this we observe that it is always possible to arrange for these decompositions to be constant over dyadic intervals (cf. $\S 9$ below for more details). Moreover, we can also arrange for our almost optimal decompositions to be homogeneous. This means that if we let

$$
D_{K}(t, \bar{A}) a=D_{K}(t) a=a_{0}(t), \quad\left(I-D_{K}(t)\right) a=a_{1}(t)
$$

then for $\lambda \in \mathbb{R}$, we have

$$
D_{K}(t) \lambda a=\lambda a, \quad\left(I-D_{K}(t)\right) \lambda a=\lambda a .
$$

In what follows we shall always consider decompositions with the properties listed above.

We shall say that a weight $w$ satisfies the integrability condition $(I C)_{p}, 1<$ $p<\infty$, if

$$
\begin{equation*}
\int_{0}^{\infty} \min \left\{1, \frac{1}{t}\right\}^{p^{\prime}} w^{-p^{\prime} / p}(t) d t<\infty \tag{IC}
\end{equation*}
$$

When this condition is fulfilled, it is possible to define the operator $\Omega_{K}$ for the elements of $\bar{A}_{w, p ; K}, 1<p<\infty$, as

$$
\Omega_{K, \bar{A}} a=\Omega_{K} a=\int_{0}^{1} D_{K}(t) a \frac{d t}{t}-\int_{1}^{\infty}\left(I-D_{K}(t)\right) a \frac{d t}{t} \in A_{0}+A_{1} .
$$

Indeed,

$$
\begin{gathered}
\int_{0}^{1}\left\|D_{K}(t) a\right\|_{0} \frac{d t}{t}+\int_{1}^{\infty}\left\|I-D_{K}(t) a\right\|_{1} \frac{d t}{t} \\
\leq 2 \int_{0}^{1} K(t, a ; \bar{A}) \frac{d t}{t}+2 \int_{1}^{\infty} \frac{K(t, a ; \bar{A})}{t} \frac{d t}{t} \\
\leq 2\left(\int_{0}^{1}\left(\frac{K(t, a ; \bar{A})}{t}\right)^{p} w(t) d t\right)^{1 / p}\left(\int_{0}^{1} w^{-p^{\prime} / p}\right)^{1 / p^{\prime}}+ \\
+2\left(\int_{1}^{\infty}\left(\frac{K(t, a ; \bar{A})}{t}\right)^{p} w(t) d t\right)^{1 / p}\left(\int_{1}^{\infty} \frac{w^{-p^{\prime} / p}}{t^{p^{\prime}}} d t\right)^{1 / p^{\prime}}<\infty
\end{gathered}
$$

Note that for $1<p<\infty, \mathcal{C}_{p} \subset(I C)_{p}$, but this condition is not clear for $p=1$ or even for $\mathcal{C} B_{p}$ weights. In order to show that also for these kind of weights the element $\Omega a$ do exists whenever $a \in \bar{A}_{w, p ; K}$, let $1 \leq p<\infty$, and suppose that the weight $w$ is in the class $\mathcal{C} B_{p}$. Since the function $K(x, a ; \bar{A}) / x$ is a non increasing function in $L^{p}(w)$ then

$$
\int_{0}^{\infty}\left(S\left(\frac{K(x, a ; \bar{A})}{x}\right)(t)\right)^{p} w(t) d t<\infty
$$

and so, we have

$$
S\left(\frac{K(x, a ; \bar{A})}{x}\right)(t)<\infty
$$

for all $t>0$. Thus

$$
\begin{aligned}
\infty>S\left(\frac{K(x, a ; \bar{A})}{x}\right)(t) & =\frac{1}{t} \int_{0}^{t} \frac{K(x, a ; \bar{A})}{x} d x+\int_{t}^{\infty} \frac{K(x, a ; \bar{A})}{x} \frac{d x}{x} \\
& \geq C\left(\frac{1}{t} \int_{0}^{t}\left\|a_{0}(x)\right\|_{0} \frac{d x}{x}+\int_{t}^{\infty}\left\|a_{1}(x)\right\|_{1} \frac{d x}{x}\right),
\end{aligned}
$$

in particular for $t=1$.
Suppose $T$ is a bounded linear operator between the Banach pairs $\bar{A}$ and $\bar{B}$, then given $a \in \bar{A}_{w, p ; K}$, we can apply the operators $\Omega_{K, \bar{A}}$ and $\Omega_{K, \bar{B}}$ before and after applying $T$. This leads to the study of the commutator defined by

$$
\left[T, \Omega_{K}\right] a=\left(T \Omega_{K, \bar{A}}-\Omega_{K, \bar{B}} T\right) a
$$

It is easy to establish the boundedness of this commutator using, for example, the method of [JRW]. We give the details for the sake of completeness.

Proposition 7.1. Let $1 \leq p<\infty$ and $w$ a weight satisfying some of preceding conditions $\left((I C)_{p}\right.$, for $1<p<\infty$, or $\mathcal{C} B_{1}$ for $\left.p=1\right)$. Then the commutator $\left[T, \Omega_{K}\right]$ is bounded from $\bar{A}_{w, p ; K}$ into $\bar{B}_{w, p ; J}$.

Proof. Let $a=a_{0}(t)+a_{1}(t)$, and $T a=b_{0}(t)+b_{1}(t)$ be almost optimal decompositions for $a$ and $T a$ respectively, i.e.

$$
\begin{aligned}
\|a(t)\|_{0}+t\left\|a_{1}(t)\right\|_{1} & \leq 2 K(t, a ; \bar{A}) \\
\left\|b_{0}(t)\right\|_{0}+t\left\|b_{1}(t)\right\|_{1} & \leq 2 K(t, T a ; \bar{B})
\end{aligned}
$$

Then

$$
T \Omega_{K, \bar{A}} a-\Omega_{K, \bar{B}} T a=\int_{0}^{1}\left(T a_{0}(t)-b_{0}(t)\right) \frac{d t}{t}-\int_{1}^{\infty}\left(T a_{1}(t)-b_{1}(t)\right) \frac{d t}{t} .
$$

Since

$$
T a_{0}(t)-b_{0}(t)=-\left(T a_{1}(t)-b_{1}(t)\right)=u(t) \in B_{0} \cap B_{1}
$$

for all $t>0$, then

$$
T \Omega_{K, \bar{A}} a-\Omega_{K, \bar{B}} T a=\int_{0}^{\infty} u(t) \frac{d t}{t} .
$$

Hence

$$
\begin{aligned}
J(t, u(t) ; \bar{B}) & \leq\|u(t)\|_{0}+t\|u(t)\|_{1} \\
& \leq\left\|T a_{0}(t)\right\|_{0}+\left\|b_{0}\right\|_{0}+t\left\|T a_{1}(t)\right\|_{1}+t\left\|b_{1}\right\|_{1} \\
& \leq 4\|T\|_{\bar{A} \rightarrow \bar{B}} K(t, a ; \bar{A})
\end{aligned}
$$

and so

$$
\begin{aligned}
\left\|T \Omega_{K, \bar{A}} a-\Omega_{K, \bar{B}} T a\right\|_{\bar{B}_{w, p ; J}} & \leq\left(\int_{0}^{\infty}\left(\frac{J(t, u(t) ; \bar{B})}{t}\right)^{p} w(t) d t\right)^{1 / p} \\
& \leq 4\|T\|_{\bar{A} \rightarrow \bar{B}}\|a\|_{\bar{A}_{w, p ; K}}
\end{aligned}
$$

Corollary 7.2. Let $1 \leq p<\infty$, and let $w \in \mathcal{C}_{p}$. Then, the commutator $\left[T, \Omega_{K}\right]$ is bounded from $\bar{A}_{w, p ; K}$ into $\bar{B}_{w, p ; K}$.

Remark. If $\bar{\Omega}_{K}$ is another operator defined in $A_{0}+A_{1}$ by using a different almost optimal decomposition and $T$ is the identity operator then, by the Proposition 7.1, the operator $\Omega_{K}-\bar{\Omega}_{K}$ is bounded from $\bar{A}_{w, p ; K}$ into $\bar{A}_{w, p ; J}$. Therefore, if we define the domains of these operators by

$$
\operatorname{Dom} \Omega_{K, A}=\left\{a \in \bar{A}_{w, p ; K} ; \Omega a \in \bar{A}_{w, p ; J}\right\}
$$

with

$$
\|a\|_{D}=\|a\|_{\bar{A}_{w, p ; K}}+\|\Omega a\|_{\bar{A}_{w, p ; J}}
$$

these spaces are independent of the particular operator $\Omega_{K, A}$ selected. Moreover, $\|\cdot\|_{D}$ is a quasinorm and any bounded linear operator $T$ from $\bar{A}$ into $\bar{B}$ is also bounded from $\operatorname{Dom} \Omega_{K, A}$ into $\operatorname{Dom} \Omega_{K, B}($ see $[\mathbf{C J M}])$.

We can improve the previous result by using the methods appearing in section 7.2 of $[\mathbf{M i}]$. It will be useful to give a complete proof for future reference in the generalizations we present below.

Proposition 7.3. Let $w \in \mathcal{C} B_{p}, 1 \leq p<\infty$, then the commutator $\left[T, \Omega_{K}\right]$ is bounded from $\bar{A}_{w, p ; K}$ into $\bar{B}_{w, p ; K}$.

Moreover

$$
\|[T, \Omega] a\|_{p, w, K} \leq\|T\|_{\bar{A} \rightarrow \bar{B}}\|w\|_{\mathcal{C} B_{p}}\|a\|_{p, w, K}
$$

Proof. We start with the equality (for $t>0$ )

$$
\Omega_{K, \bar{A}} a+(\log t) a=\int_{0}^{t} D_{K}(s) a \frac{d s}{s}-\int_{t}^{\infty}\left(I-D_{K}(s)\right) a \frac{d s}{s} \in A_{0}+A_{1}
$$

This gives us for each $t>0$ a decomposition of $\Omega_{K, \bar{A}} a+(\log t) a$ which can be used to estimate its $K$-functional by

$$
\frac{K\left(t, \Omega_{K, \bar{A}} a+(\log t) a ; \bar{A}\right)}{t} \leq 2 S\left(\frac{K(s, a ; \bar{A})}{s}\right)(t)
$$

Now, we can write

$$
\begin{gathered}
\frac{K(t,[T, \Omega] a ; \bar{B})}{t} \\
\leq \frac{K\left(t, T\left(\Omega_{K, \bar{A}} a+(\log t) a\right) ; \bar{B}\right)}{t}+\frac{K\left(t, \Omega_{K, \bar{B}} T a+(\log t) T a ; \bar{B}\right)}{t} \\
\leq 2\|T\| S\left(\frac{K(s, a ; \bar{A})}{s}\right)(t)+2 S\left(\frac{K(s, T a ; \bar{B}}{s}\right)(t)
\end{gathered}
$$

and, since $\frac{K(s, a ; \bar{A})}{s}$ and $\frac{K(s, T a ; \bar{B})}{s}$ are decreasing functions, the result follows.
With suitable modifications we can deal with higher order commutators. For $n \in \mathbb{N}$ the operators $\Omega_{K, \bar{A} ; n}$ associated with the almost optimal decomposition $D_{K}(t) a$ are defined by

$$
\Omega_{K, \bar{A} ; n} a=\frac{1}{(n-1)!}\left(\int_{0}^{1}(\log t)^{n-1} D_{K}(t) a \frac{d t}{t}-\int_{1}^{\infty}(\log t)^{n-1}\left(I-D_{K}(t)\right) a \frac{d t}{t}\right) .
$$

The corresponding result is given by
Proposition 7.4. Let $1 \leq p<\infty$. Let $w$ be a weight in the class $\mathcal{C} B_{p}$. Let $T: \bar{A} \rightarrow \bar{B}$ a bounded linear operator. For $n=0,1,2, \ldots$ we define

$$
C_{n} a=\left\{\begin{array}{lc}
T, & \text { if } n=0 \\
{\left[T, \Omega_{K ; 1}\right] a,} & \text { if } n=1 \\
\cdots & \\
{\left[T, \Omega_{K ; n}\right] a+\sum_{k=1}^{n-1} \Omega_{K ; k} C_{n-k} a,} & \text { if } n \geq 2
\end{array}\right.
$$

Then the operator $C_{n}$ is bounded from $\bar{A}_{w, p ; K}$ into $\bar{B}_{w, p ; K}$.
The proof mimics the one given in $[\mathbf{M i} 3]$ and the weighted norm inequalities for the Calderón operator. We shall skip the proof of Proposition 7.4 here since we shall consider a more general result in Proposition 8.4 in the next section.

## 8. Generalized commutators

In this section we develop a theory of weighted norm inequalities for commutators associated to the $K-$ method of interpolation. Our results will include weighted norm estimates for higher order commutators including those of fractional type.

We need a slight generalization of the theory of weights associated with the Calderón operator which we shall now discuss.

Associated with a non negative, locally integrable function $h$ on $(0, \infty)$ we consider the operators

$$
\begin{aligned}
P_{h}(f)(t) & =\int_{0}^{t} f(x) h(x) d x=t P(f h)(t), \quad t>0 \\
Q_{h}(f)(t) & =t \int_{t}^{\infty} f(x) h(x) \frac{d x}{x}=t Q(f h)(t), \quad t>0
\end{aligned}
$$

The case $h(x)=1 / x$ is obviously the most important one.
Associated with these operators we consider the following classes of weights. Let $1 \leq p<\infty$, then we shall say that a weight $w$ belongs to the class $M_{p}(h)$ if the operator $P_{h}$ satisfies

$$
\begin{equation*}
\left\|\frac{1}{t} P_{h}(f)\right\|_{L^{p}(w)} \leq C\left\|\frac{f}{t}\right\|_{L^{p}(w)} \tag{8.1}
\end{equation*}
$$

for any function $f$ such that $f(t) / t \in L^{p}(w)$.
We say that a weight $w$ belongs to the class $M^{p}(h)$ if the operator $Q_{h}$ satisfies

$$
\begin{equation*}
\left\|\frac{1}{t} Q_{h}(f)\right\|_{L^{p}(w)} \leq C\left\|\frac{f}{t}\right\|_{L^{p}(w)} \tag{8.2}
\end{equation*}
$$

for any function $f$ such that $f(t) / t \in L^{p}(w)$.
We also define $\mathcal{C}_{p}(h)=M_{p}(h) \cap M^{p}(h)$.
These two weighted norm inequalities, which are generalizations of those discussed in $\S 2$, are well understood, and can be characterized in terms of conditions similar to $M_{p}$ and $M^{p}$ (see, for instance, section 1.3. in [Ma]). Indeed, we have: $w \in M_{p}(h),(1<p<\infty)$, if and only if there exist a constant $C>0$ such that for every $t>0$

$$
\left(\int_{t}^{\infty} \frac{w(x)}{x^{p}} d x\right)^{1 / p}\left(\int_{0}^{t} w(x)^{-p^{\prime} / p} t^{p^{\prime}} h(x)^{p^{\prime}} d x\right)^{1 / p^{\prime}} \leq C
$$

or

$$
\int_{t}^{\infty} \frac{w(x)}{x} d x \leq C \frac{w(t)}{t h(t)}
$$

if $p=1$.

In a similar way we can show that a weight $w$ satisfies the $M^{p}(h)$ condition, $(1<p<\infty)$, if and only if there exist a constant $C>0$ such that for every $t>0$

$$
\left(\int_{0}^{t} w(x) d x\right)^{1 / p}\left(\int_{t}^{\infty} w(x)^{-p^{\prime} / p} h(x)^{p^{\prime}} d x\right)^{1 / p^{\prime}} \leq C
$$

or

$$
\frac{1}{t} \int_{0}^{t} w(x) d x \leq C \frac{w(t)}{t h(t)}
$$

if $p=1$.
In particular, if $1<p<\infty$ and $w$ is a weight $w \in M_{p}(h)$, then it satisfies the integrability condition

$$
\begin{equation*}
\int_{0}^{t} w(x)^{-p^{\prime} / p} t^{p^{\prime}} h(x)^{p^{\prime}} d x<+\infty, \quad t>0 \tag{8.3}
\end{equation*}
$$

and, if $w \in M^{p}(h)$ then

$$
\begin{equation*}
\int_{t}^{\infty} w(x)^{-p^{\prime} / p} h(x)^{p^{\prime}} d x<+\infty, \quad t>0 . \tag{8.4}
\end{equation*}
$$

We shall say that a weight belongs to the class $I C_{p}(h)$ if it satisfies conditions (8.3) and (8.4).

In what follows it will be convenient to define the function

$$
\nu(t)=\int_{1}^{t} h(x) d x
$$

which will play here the role that the logarithm plays in the classical theory.
We shall now show that the $\mathcal{C}_{p}(h)$ also satisfy a kind of reverse Hölder inequality.
Proposition 8.1. If $w \in \mathcal{C}_{p}(h)$, then there exists $\epsilon>0$ such that $w e^{\epsilon p \nu} \in$ $M_{p}(h)$ and $w e^{-\epsilon p \nu} \in M^{p}(h)$.

Proof. It is readily verfied by induction that

$$
\frac{1}{t} P_{h}^{(n)}(f)(t)=\frac{1}{t} \int_{0}^{t}(\nu(t)-\nu(x))^{n-1} \frac{f(x) h(x)}{(n-1)!} d x
$$

and

$$
\frac{1}{t} Q_{h}^{(n)}(f)(t)=\int_{t}^{\infty}(\nu(t)-\nu(x))^{n-1} \frac{f(x) h(x)}{(n-1)!} \frac{d x}{x} .
$$

Pick a constant $\epsilon>0$ such $\epsilon C<1$. It is readily seen that the following operator is well defined,

$$
\begin{aligned}
R(f)(t) & =\sum_{n=1}^{\infty}\left(\frac{\epsilon^{n-1}}{t} P_{h}^{(n)}(f)(t)+\frac{\epsilon^{n-1}}{t} Q_{h}^{(n)}(f)(t)\right) \\
& =\frac{1}{t} \int_{0}^{t} e^{\epsilon(\nu(t)-\nu(x))} f(x) h(x) d x+\int_{t}^{\infty} e^{\epsilon(\nu(x)-\nu(t))} f(x) h(x) \frac{d x}{x} \\
& =\int_{0}^{\infty} e^{\epsilon|\nu(x)-\nu(t)|} f(x) h(x) \min \left\{\frac{1}{x}, \frac{1}{t}\right\} d x .
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
&\|R(f)\|_{L^{p}(w)} \leq \sum_{n=1}^{\infty}\left\|\frac{\epsilon^{n-1}}{t} P_{h}^{(n}(f)\right\|_{L^{p}(w)} \\
&+\sum_{n=1}^{\infty}\left\|\frac{\epsilon^{n-1}}{t} Q_{h}^{(n}(f)\right\|_{L^{p}(w)} \\
& \leq 2 \sum_{n=1}^{\infty} \epsilon^{n-1} C^{n}\left\|\frac{f}{t}\right\|_{L^{p}(w)}=C\left\|\frac{f}{t}\right\|_{L^{p}(w)}
\end{aligned}
$$

Hence, the operator $G$ defined by $G(f)=R(t f)$ is well defined and bounded, $G: L^{p}(w) \rightarrow L^{p}(w)$. Writing

$$
G(f)(t)=e^{\epsilon \nu(t)} P\left(x f h e^{-\epsilon \nu(x)}\right)(t)+e^{-\epsilon \nu(t)} Q\left(x f h e^{\epsilon \nu(x)}\right)(t)
$$

we readily obtain the result.
Corollary 8.2. Let $w \in \mathcal{C}_{p}(h), 1<p<\infty$ and $\alpha \geq 1$, then

$$
\begin{align*}
& \int_{0}^{t}|\nu(x)|^{(\alpha-1) p^{\prime}} w(x)^{-p^{\prime} / p} t^{p^{\prime}} h(x)^{p^{\prime}} d x<+\infty, \quad t>0  \tag{8.5}\\
& \int_{t}^{\infty}|\nu(x)|^{(\alpha-1) p^{\prime}} w(x)^{-p^{\prime} / p} h(x)^{p^{\prime}} d x<+\infty, \quad t>0 \tag{8.6}
\end{align*}
$$

Proof. Since $w e^{\varepsilon p \nu} \in M_{p}(h)$, we see that condition (8.3) is fullfilled for this new weight. Now it is enough to observe that near to 0 ,

$$
|\nu(t)|^{(\alpha-1) p^{\prime}} \ll e^{-\varepsilon p^{\prime} \nu(t)}=e^{\varepsilon p^{\prime}|\nu(t)|}
$$

The proof of (8.6) is analogous and uses the second part of proposition 8.1.
In the framework of commutators of fractional order, we are going to work with $\alpha>0$. We begin by defining the non linear operator $\Omega_{\nu, \alpha, K, \bar{A}} a=\Omega_{\nu, \alpha}$. Let $a \in A_{0}+A_{1}$, then we let

$$
\Omega_{\nu, \alpha} a=\frac{1}{\Gamma(\alpha)}\left[\int_{0}^{1} \nu(t)^{\alpha-1} D_{K}(t) a h(t) d t-\int_{1}^{\infty} \nu(t)^{\alpha-1}\left(I-D_{K}(t)\right) a h(t) d t\right]
$$

(where $\nu(t)^{\alpha-1}=|\nu(t)|^{\alpha-1} e^{i(\alpha-1) \arg \nu(t)}$, with $\arg \nu(t)=0$ or $\pi$ ).
It is easy to check that $\Omega_{\nu, 1}$ is well defined on $\bar{A}_{w, p ; K}$ whenever the weight $w \in I C_{p}(h)$ and $1<p<\infty$. Indeed, we have

$$
\begin{gathered}
\int_{0}^{1}\left\|D_{K}(t) a\right\|_{0} h(t) d t+\int_{1}^{\infty}\left\|\left(I-D_{K}(t)\right) a\right\|_{1} h(t) d t \\
\leq 2 \int_{0}^{1} K(t, a ; \bar{A}) h(t) d t+2 \int_{1}^{\infty} \frac{K(t, a ; \bar{A})}{t} h(t) d t \\
\leq 2\left(\int_{0}^{1}\left(\frac{K(t, a ; \bar{A})}{t}\right)^{p} w(t) d t\right)^{1 / p}\left(\int_{0}^{1} w(t)^{-p^{\prime} / p}(t h(t))^{p^{\prime}}\right)^{1 / p^{\prime}}+ \\
+2\left(\int_{1}^{\infty}\left(\frac{K(t, a ; \bar{A})}{t}\right)^{p} w(t) d t\right)^{1 / p}\left(\int_{1}^{\infty} w(t)^{-p^{\prime} / p} h(t)^{p^{\prime}} d t\right)^{1 / p^{\prime}}<\infty .
\end{gathered}
$$

In a similar way using conditions (8.5) and (8.6) we see that $\Omega_{\nu, \alpha} a$ is well defined for all $\alpha \geq 1$, and for all $a \in \bar{A}_{w, p ; J}, 1<p<\infty$.

For $p=1$, we need to use that $w \in \mathcal{C}_{1}(h)$. If $a \in \bar{A}_{1, w, K}$ the function $K(x, a ; \bar{A}) / x$ is in $L^{1}(w)$ and so,

$$
\frac{1}{t} P_{h}^{(n}\left(\frac{K(\cdot, a ; \bar{A})}{\cdot}\right)(t) \in L^{1}(w)
$$

for all $n \in \mathbb{N}$. In particular

$$
\frac{1}{t} P_{h}^{(n}\left(\frac{K(\cdot, a ; \bar{A})}{\cdot}\right)(t)<\infty
$$

for all $n \in \mathbb{N}$ and for all $t>0$. By induction

$$
\frac{1}{t} \int_{0}^{t}|\nu(x)|^{k} \frac{K(x, a ; \bar{A})}{x} h(x) d x<\infty
$$

far all $t>0$ and for all $k \in \mathbb{N}$. The same is true for

$$
\int_{t}^{\infty}|\nu(x)|^{k} \frac{K(x, a ; \bar{A})}{x} h(x) \frac{d x}{x}<\infty .
$$

Hence the element $\Omega_{\nu, \alpha} a$ do exists for $\alpha \geq 1$, since the function $|\nu(x)|$ is decreasing on $(0,1)$ and increasing on $(1, \infty)$.

Tha case $0<\alpha<1$ is more delicate and the existence of $\Omega_{\nu, \alpha} a$ is a consequence of the Lemma 8.3 (see Proposition 8.4).

Let $1 \leq p<\infty, w \in \mathcal{C}_{p}(h)$ and let $T: \bar{A} \rightarrow \bar{B}$ be a bounded linear operator. For $\alpha \geq 0$ we define

$$
C_{\nu, \alpha}(T) a= \begin{cases}T, & \text { if } \alpha=0 \\
{\left[T, \Omega_{\nu, \alpha}\right] a=\left(T \Omega_{\nu, \alpha}-\Omega_{\nu, \alpha} T\right) a,} & \text { if } 0<\alpha \leq 1 \\
{\left[T, \Omega_{\nu, \alpha}\right] a+\frac{\Omega_{\nu, 1}}{\alpha-1} C_{\nu, \alpha-1} a,} & \text { if } 1<\alpha \leq 2 \\
{\left[T, \Omega_{\nu, \alpha}\right] a+\frac{2 \Omega_{\nu, 1}}{\alpha-1} C_{\nu, \alpha-1} a+\frac{2 \Omega_{\nu, 2}}{(\alpha-1)(\alpha-2)} C_{\nu, \alpha-2} a,} & \text { if } 2<\alpha \leq 3 \\
\cdots & \cdots \\
{\left[T, \Omega_{\nu, \alpha}\right] a+\sum_{k=1}^{n-1} \frac{\left(\begin{array}{c}
n-1 \\
k-1 \\
k
\end{array}\right)}{(\alpha)} \Omega_{\nu, k} C_{\nu, \alpha-k} a,} & \text { if } n-1<\alpha \leq n\end{cases}
$$

The estimates for the commutators $C_{\nu, \alpha}(T)$ are based on the following
Lemma 8.3. Let $n$ be a natural number and let $0<\theta<1$, then there exists a constant $C=C(n, \theta, \nu)$ such that for any $a \in \bar{A}_{w, p ; K}$ and for all $t>0$ we have:

$$
\begin{gather*}
\int_{0}^{t}|\nu(x)|^{\theta-1}|\nu(x)-\nu(t)|^{n-1} K(x, a ; \bar{A}) h(x) d x \\
\leq C \int_{0}^{t}|\nu(x)-\nu(t)|^{n-1} K(x, a ; \bar{A}) h(x) d x  \tag{8.7}\\
\int_{t}^{\infty}|\nu(x)|^{\theta-1}|\nu(x)-\nu(t)|^{n-1} K(x, a ; \bar{A}) h(x) \frac{d x}{x} \\
\quad \leq C \int_{t}^{\infty}|\nu(x)-\nu(t)|^{n-1} K(x, a ; \bar{A}) h(x) \frac{d x}{x} . \tag{8.8}
\end{gather*}
$$

for all $t>0$.

Proof. We give a detailed proof of (8.7); the proof of (8.8) can be obtained by straightforward modifications.
Case 1: $0<t<1 / 2$. It is clear since $|\nu(x)|$ is non increasing in this range.
Case 2: $1 / 2 \leq t \leq 3 / 2$.

$$
\begin{aligned}
& \int_{1 / 3}^{t}|\nu(x)|^{\theta-1}|\nu(t)-\nu(x)|^{n-1} K(x, a ; \bar{A}) h(x) d x \\
& \quad \leq|\nu(3 / 2)-\nu(1 / 3)|^{n-1} K(3 / 2, a ; \bar{A}) \int_{1 / 3}^{3 / 2}|\nu(x)|^{\theta-1} h(x) d x \\
& \quad=C K(3 / 2, a ; \bar{A})
\end{aligned}
$$

Since,

$$
\begin{aligned}
\int_{1 / 3}^{t}|\nu(t)-\nu(x)|^{n-1} h(x) d x & \geq \int_{1 / 3}^{2 / 5}|\nu(t)-\nu(x)|^{n-1} h(x) d x \\
& \geq|\nu(1 / 2)-\nu(2 / 5)|^{n-1} \int_{1 / 3}^{2 / 5} h(x) d x=C(>0)
\end{aligned}
$$

we obtain

$$
\begin{aligned}
& \int_{1 / 3}^{t}|\nu(x)|^{\theta-1}|\nu(t)-\nu(x)|^{n-1} K(x, a ; \bar{A}) h(x) d x \\
& \leq C \int_{1 / 3}^{t}|\nu(t)-\nu(x)|^{n-1} K(x, a ; \bar{A}) h(x) d x \\
& \leq C \int_{1 / 3}^{t}|\nu(t)-\nu(x)|^{n-1} K(x, a ; \bar{A}) h(x) d x
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
& \int_{0}^{1 / 3}|\nu(x)|^{\theta-1}|\nu(t)-\nu(x)|^{n-1} K(x, a ; \bar{A}) h(x) d x \\
& \quad \leq|\nu(1 / 3)|^{\theta-1} \int_{0}^{1 / 3}|\nu(t)-\nu(x)|^{n-1} K(x, a ; \bar{A}) h(x) d x
\end{aligned}
$$

Eventually we get the result for this range of $t$ 's.
Case 3: $t>3 / 2$. We need only observe that

$$
\begin{aligned}
& \int_{3 / 2}^{t}|\nu(x)|^{\theta-1}|\nu(t)-\nu(x)|^{n-1} K(x, a ; \bar{A}) h(x) d x \leq \\
& \leq \nu(3 / 2)^{\theta-1} \int_{3 / 2}^{t}|\nu(t)-\nu(x)|^{n-1} K(x, a ; \bar{A}) h(x) d x
\end{aligned}
$$

Proposition 8.4. Let $1 \leq p<\infty, 0<\alpha \leq 1$ and $w \in \mathcal{C}_{p}(h)$. Let $T: \bar{A} \rightarrow \bar{B}$ be a bounded linear operator, then the operator $C_{\nu, \alpha}=\left[T, \Omega_{\nu, \alpha}\right]$ is bounded from $\bar{A}_{w, p ; K}$ into $\bar{B}_{w, p ; K}$.

Proof. Let $a \in \bar{A}_{w, p ; K}$ and $0<\alpha \leq 1$. A simple computation shows that if $a=a_{0}(t)+a_{1}(t)$ is an almost optimal decomposition of the vector $a$, then

$$
\begin{aligned}
& \int_{0}^{t}|\nu(x)|^{\alpha-1}\left\|a_{0}(x)\right\|_{0} h(x) d x \leq 2 \int_{0}^{t}|\nu(x)|^{\alpha-1} K(x, a, \bar{A}) h(x) d x \\
& \leq C \int_{0}^{t} K(x, a, \bar{A})(t) h(x) d x<\infty
\end{aligned}
$$

for all $t>0$.
Since the function $\frac{1}{x} K(x, a ; \bar{A})$ is in $L^{p}(w)$, we have that $\frac{1}{t} P_{h}(K(\cdot, a ; \bar{A}))(t) \in$ $L^{p}(w)$ and in particular $\frac{1}{t} P_{h}(K(\cdot, a ; \bar{A}))(t)<\infty$, for all $t>0$.
$\quad$ On the other hand

$$
\int_{t}^{\infty}|\nu(x)|^{\alpha-1}\left\|a_{1}(x)\right\|_{1} h(x) d x<+\infty
$$

and so $\Omega_{\nu, \alpha} a \in A_{0}+A_{1}$. Moreover, a simple computation shows that

$$
\Omega_{\nu, \alpha} a+\frac{\nu(t)^{\alpha}}{\Gamma(\alpha+1)} a=\int_{0}^{t} \frac{\nu(x)^{\alpha-1}}{\Gamma(\alpha)} a_{0}(x) h(x) d x-\int_{t}^{\infty} \frac{\nu(x)^{\alpha-1}}{\Gamma(\alpha)} a_{1}(x) h(x) d x .
$$

By using the preceding formula we obtain

$$
\begin{aligned}
K\left(t, \Omega_{\nu, \alpha} a+\frac{\nu(t)^{\alpha}}{\Gamma(\alpha+1)} a ; \bar{A}\right) & \leq \int_{0}^{t} \frac{|\nu(x)|^{\alpha-1}}{\Gamma(\alpha)} K\left(t, a_{0}(x) ; \bar{A}\right) h(x) d x \\
& +\int_{t}^{\infty} \frac{|\nu(x)|^{\alpha-1}}{\Gamma(\alpha)} K\left(t, a_{1}(x) ; \bar{A}\right) h(x) d x
\end{aligned}
$$

Then, Lemma 8.3. implies

$$
\begin{equation*}
K\left(t, \Omega_{\nu, \alpha} a+\frac{\nu(t)^{\alpha}}{\Gamma(\alpha+1)} a ; \bar{A}\right) \leq \frac{C}{\Gamma(\alpha)}\left[P_{h}(K(x, a ; \bar{A}))(t)+Q_{h}(K(x, a ; \bar{A}))(t)\right] \tag{8.9}
\end{equation*}
$$

and therefore

$$
\begin{aligned}
\frac{1}{t} K\left(t,\left[T, \Omega_{\nu, \alpha}\right] a ; \bar{B}\right) & \leq\|T\|_{\bar{A} \rightarrow \bar{B}} \frac{1}{t} K\left(t, \Omega_{\nu, \alpha, \bar{A}} a+\frac{\nu(t)^{\alpha}}{\Gamma(\alpha+1)} a ; \bar{A}\right) \\
& +\frac{1}{t} K\left(t, \Omega_{\nu, \alpha, \bar{B}} T a+\frac{\nu(t)^{\alpha}}{\Gamma(\alpha+1)} T a ; \bar{B}\right) .
\end{aligned}
$$

Hence

$$
\begin{gathered}
\left\|\left[T, \Omega_{\nu, \alpha}\right] a\right\|_{\bar{B}_{w, p ; K}}=\left\|\frac{1}{t} K\left(t,\left[T, \Omega_{\nu, \alpha}\right] a ; \bar{B}\right)\right\|_{L^{p}(w)} \\
\leq\|T\|_{\bar{A} \rightarrow \bar{B}}\left\|\frac{1}{t} K\left(t, \Omega_{\nu, \alpha, \bar{A}} a+\frac{\nu(t)^{\alpha}}{\Gamma(\alpha+1)} ; \bar{A}\right)\right\|_{L^{p}(w)} \\
+\left\|\frac{1}{t} K\left(t, \Omega_{\nu, \alpha, \bar{B}} T a+\frac{\nu(t)^{\alpha}}{\Gamma(\alpha+1)} T a ; \bar{B}\right)\right\|_{L^{p}(w)} \\
\leq \frac{\|T\|_{\bar{A} \rightarrow \bar{B}}}{\Gamma(\alpha)}\left(\left\|\frac{1}{t} P_{h}(K(; a ; \bar{A}))(t)\right\|_{L^{p}(w)}+\left\|\frac{1}{t} Q_{h}(K(; a+; \bar{A}))(t)\right\|_{L^{p}(w)}\right) \\
\leq \frac{1}{\Gamma(\alpha)}\left(\left\|\frac{1}{t} P_{h}(K(; T a ; \bar{B}))(t)\right\|_{L^{p}(w)}+\left\|\frac{1}{t} Q_{h}(K(; T a+; \bar{B}))(t)\right\|_{L^{p}(w)}\right)
\end{gathered}
$$

Combining this estimate with (8.1) and (8.2) we finally get

$$
\begin{gathered}
\left\|\left[T, \Omega_{\nu, \alpha}\right] a\right\|_{\bar{B}_{w, p ; K}} \leq \frac{C\|T\|_{\bar{A} \rightarrow \bar{B}}}{\Gamma(\alpha)}\left\|\frac{K(t, a ; \bar{A})}{t}\right\|_{L^{p}(w)} \\
=C\|T\|_{\bar{A} \rightarrow \bar{B}}\|a\|_{\bar{A}_{w, p ; K}} .
\end{gathered}
$$

Theorem 8.5. Let $1 \leq p<\infty, w \in \mathcal{C}_{p}(h)$ and let $T$ be a bounded linear operator from $\bar{A}$ into $\bar{B}$. Then, the operator $C_{\nu, \alpha}$ is bounded from $\bar{A}_{w, p ; K}$ into $\bar{B}_{w, p ; K}$, for any $0 \leq \alpha$.

Proof.
Let us first consider the case $1<\alpha \leq 2$. It is clear that

$$
\begin{aligned}
\Omega_{\nu, \alpha} a+\frac{\nu(t)^{\alpha}}{\Gamma(\alpha+1)} a & =\int_{0}^{t} \frac{\nu(x)^{\alpha-1}}{\Gamma(\alpha)} h(x) a_{0}(x) d x-\int_{t}^{\infty} \frac{\nu(x)^{\alpha-1}}{\Gamma(\alpha)} h(x) a_{1}(x) d x \\
\Omega_{\nu, \alpha-1} a+\frac{\nu(t)^{\alpha-1}}{\Gamma(\alpha)} a & =\int_{0}^{t} \frac{\nu(x)^{\alpha-2}}{\Gamma(\alpha-1)} h(x) a_{0}(x) d x-\int_{t}^{\infty} \frac{\nu(x)^{\alpha-2}}{\Gamma(\alpha-1)} h(x) a_{1}(x) d x \\
\Omega_{\nu, 1} a+\nu(t) a & =\int_{0}^{t} h(x) a_{0}(x) d x-\int_{t}^{\infty} h(x) a_{1}(x) d x
\end{aligned}
$$

Therefore

$$
\begin{gathered}
\Omega_{\nu, \alpha} a-\frac{\nu(t)}{\alpha-1} \Omega_{\nu, \alpha-1} a-\frac{\nu(t)^{\alpha}}{(\alpha-1) \Gamma(\alpha-1)} a= \\
\int_{0}^{t} \frac{\nu(x)^{\alpha-2}(\nu(x)-\nu(t))}{\Gamma(\alpha)} h(x) a_{0}(x) d x-\int_{t}^{\infty} \frac{\nu(x)^{\alpha-2}(\nu(x)-\nu(t))}{\Gamma(\alpha)} h(x) a_{1}(x) d x .
\end{gathered}
$$

Applying the $K$-functional as before and using Lemma 8.3, we obtain

$$
\begin{aligned}
& K\left(t, \Omega_{\nu, \alpha} a-\frac{\nu(t)}{\alpha-1} \Omega_{\nu, \alpha-1} a-\frac{\nu(t)^{\alpha}}{(\alpha-1) \Gamma(\alpha-1)} a ; \bar{A}\right) \\
& \quad \leq C\left(P_{h}^{(2)}(K(x, a ; \bar{A}))(t)+Q_{h}^{(2)}(K(x, a ; \bar{A}))(t)\right) .
\end{aligned}
$$

Thus, by denoting $b=\left[T, \Omega_{\nu, \alpha-1}\right] a$, we have

$$
\begin{aligned}
& \frac{1}{t} K\left(t, C_{\nu, \alpha} a ; \bar{B}\right) \leq \frac{1}{t} K\left(t, T \Omega_{\nu, \alpha} a-\frac{\nu(t)}{\alpha-1} T \Omega_{\nu, \alpha-1} a-\frac{\nu(t)^{\alpha}}{(\alpha-1) \Gamma(\alpha-1)} T a ; \bar{B}\right) \\
&+\frac{1}{t} K\left(t,-\Omega_{\nu, \alpha} T a+\frac{\nu(t)}{\alpha-1} \Omega_{\nu, \alpha-1} T a+\frac{\nu(t)^{\alpha}}{(\alpha-1) \Gamma(\alpha-1)} T a ; \bar{B}\right) \\
&+\frac{1}{t} K\left(t, \frac{1}{\alpha-1} \Omega_{\nu, 1} b+\frac{\nu(t)}{\alpha-1} \Omega_{\nu, 1} b ; \bar{B}\right)
\end{aligned}
$$

The result now follows using the same argument given in the preceding proposition. Indeed, the previous estimate and (8.9) imply that

$$
\begin{gathered}
\left\|C_{\nu, \alpha} a\right\|_{\bar{B}_{p, w, K}}=\left\|\frac{K\left(t, C_{\nu . \alpha} a ; \bar{B}\right)}{t}\right\|_{L^{p}(w)} \\
\leq C\|T\|_{\bar{A} \rightarrow \bar{B}}\left\|\frac{1}{t} P_{h}^{(2)}(K(x, a ; \bar{A}))(t)+\frac{1}{t} Q_{h}^{(2)}(K(x, a ; \bar{A}))(t)\right\|_{L^{p}(w)} \\
+C\left\|\frac{1}{t} P_{h}^{(2)}(K(x, T a ; \bar{B}))(t)+\frac{1}{t} Q_{h}^{(2)}(K(x, T a ; \bar{B}))(t)\right\|_{L^{p}(w)}
\end{gathered}
$$

$$
+C\left\|\frac{1}{t} P_{h}(K(x, b ; \bar{B}))(t)+\frac{1}{t} Q_{h}(K(x, b ; \bar{B}))(t)\right\|_{L^{p}(w)} .
$$

The first two terms can be controlled by applying (8.1) and (8.2) twice. The remaining term, containing $b$, can be controlled applying (8.1) and (8.2) as well as Proposition 8.4. The resulting estimate is

$$
\left\|C_{\nu, \alpha} a\right\|_{\bar{B}_{p, w, K}} \leq C\|a\|_{\bar{A}_{p, w, K}}
$$

where the constant $C$ depends only on $\alpha,\|T\|$ and the other constant involved in (8.7) and (8.8).

The remaining cases require slightly more involved computations but the idea remains the same. Let us give complete details for the case $2<\alpha \leq 3$.

It is readily verified that

$$
\begin{aligned}
& \Omega_{\nu, \alpha} a-\frac{2 \nu(t)}{\alpha-1} \Omega_{\nu, \alpha-1} a+\frac{\nu(t)^{2}}{(\alpha-1)(\alpha-2)} \Omega_{\nu, \alpha-1} a+\frac{2 \nu(t)^{\alpha}}{(\alpha-1)(\alpha-2) \Gamma(\alpha+1)} a \\
= & \int_{0}^{t} \frac{\nu(x)^{\alpha-3}(\nu(x)-\nu(t))^{2}}{\Gamma(\alpha)} h(x) a_{0}(x) d x-\int_{t}^{\infty} \frac{\nu(x)^{\alpha-3}(\nu(x)-\nu(t))^{2}}{\Gamma(\alpha)} h(x) a_{1}(x) d x .
\end{aligned}
$$

The $K$-functional of this element is now bounded by the corresponding operator $P_{h}^{(3)}+Q_{h}^{(3)}$. If we denote by

$$
\begin{aligned}
C_{\nu, \alpha-1} a & =\left[T, \Omega_{\nu, \alpha-1}\right] a+\frac{1}{\alpha-2} \Omega_{\nu, 1}\left[T, \Omega_{\nu, \alpha-2}\right] a=b \\
C_{\nu, \alpha-2} a & =\left[T, \Omega_{\nu, \alpha-2}\right] a=c \\
\rho_{\alpha}(t) & =\frac{2 \nu(t)^{\alpha}}{(\alpha-1)(\alpha-2) \Gamma(\alpha+1)}
\end{aligned}
$$

then

$$
\begin{gathered}
K\left(t,\left[T, \Omega_{\nu, \alpha}\right] a+\frac{2}{\alpha-1} \Omega_{\nu, 1} b+\frac{2}{(\alpha-1)(\alpha-2)} \Omega_{\nu, 2} c ; \bar{B}\right) \\
\leq K\left(t, T \Omega_{\nu, \alpha} a-\frac{2 \nu(t)}{\alpha-1} T \Omega_{\nu, \alpha-1} a+\frac{\nu(t)^{2}}{(\alpha-1)(\alpha-2)} T \Omega_{\nu, \alpha-2} a+\rho_{\alpha}(t) T a ; \bar{B}\right) \\
+K\left(t,-\Omega_{\nu, \alpha} T a+\frac{2 \nu(t)}{\alpha-1} \Omega_{\nu, \alpha-1} T a-\frac{\nu(t)^{2}}{(\alpha-1)(\alpha-2)} \Omega_{\nu, \alpha-2} T a-\rho_{\alpha}(t) T a ; \bar{B}\right) \\
+K\left(t, \frac{2}{\alpha-1}\left(\Omega_{\nu, 1} b+\nu(t) b\right)+\frac{2}{(\alpha-1)(\alpha-2)}\left(\Omega_{\nu, 2} c-\nu(t) \Omega_{\nu, 1} c-\frac{\nu(t)^{2}}{\Gamma(3)} c\right) ; \bar{B}\right)
\end{gathered}
$$

and we achieve the result as before by following an analogous routine.

## Remarks.

i) When $\alpha$ is a natural number, we have the usual higher order commutators

$$
C_{\nu, n} a=\left\{\begin{array}{lr}
T, & \text { if } n=0 \\
{\left[T, \Omega_{\nu, K ; 1}\right] a,} & \text { if } n=1 \\
\cdots & \\
{\left[T, \Omega_{\nu, K ; n}\right] a+\sum_{k=1}^{n-1} \Omega_{\nu, K ; k} C_{\nu, n-k} a,} & \text { if } n \geq 2 .
\end{array}\right.
$$

ii) When $\alpha=1$ and requiring only integrability conditions, we obtain

Proposition 8.6. Let $1 \leq p<\infty$. If the weight $w \in \mathcal{C}_{p}(h)$, then the commutator $\left[T, \Omega_{\nu, 1}\right]$ is bounded from $\bar{A}_{p, w t^{p} h^{p}, K}$ into $\bar{B}_{w, p ; J}$.

The proof is the same as the one given in proposition 7.1.

## 9. The quasi Banach case

In this section we indicate the necessary modifications to develop a theory of commutators in the setting of quasi-Banach spaces.

Recall that a quasi-norm on a vector space $X$ is a map $\|\cdot\|: X \rightarrow \mathbb{R}^{+}$such that i) $\|x\|>0 \forall x \neq 0$.
ii) $\|\lambda x\|=|\lambda|\|x\| \forall \lambda \in \mathbb{R}, x \in X$.
iii) $\exists C \geq 1$ such that $\|x+y\| \leq C(\|x\|+\|y\|) \forall x, y \in X$.

The definition of an $r$-norm on $X$ supposes the validity of i), ii) and the replacement of iii) by
iii') $\|x+y\|^{r} \leq\|x\|^{r}+\|y\|^{r}$ for $x, y \in X$ and some $0<r \leq 1$,
A quasinorm (or an $r$-norm) defines a metrizable vector topology on $X$ in the usual manner. A vector space $X$ equipped with a quasi-norm (resp. r-norm) is called a quasi-Banach (resp. $r$-Banach) space if it is complete.

By the concavity of the function $t^{r}$, any $r$-norm is a quasi-norm with $C=$ $2^{1 / r-1}$. Conversely, by the Aoki-Rolewicz theorem (see $[\mathbf{K P R}],[\mathbf{R o}]$ ), for any quasi-norm with constant $C$ there exists $r$, namely $1 / r=\log _{2}(2 C)$, and a $r$-norm $|\cdot|$, such that $|x| \leq\|x\| \leq 4^{1 / r}|x|, \forall x \in X$.

It follows that an $r$-normed space $X$ is $r$-Banach if and only if for any given sequence $\left(x_{n}\right)_{n}$ of vectors in $X$ such that $\sum_{n=1}^{\infty}\left\|x_{n}\right\|^{r}<\infty$, it follows that $\sum_{n=1}^{\infty} x_{n} \in$ $X$.

We shall now consider pairs of quasi-Banach spaces $\left(A_{0}, A_{1}\right)$. Since any $r$-norm is also an $r^{\prime}$-norm for $0<r^{\prime} \leq r$, we shall assume from now on that $A_{0}$ and $A_{1}$ are $r$-Banach spaces for the same $0<r \leq 1$.

The definition of the $A_{p, w, K}$ spaces for quasi-Banach spaces is identical to the one given for Banach pairs. However, in order to deal with the $J$-method and avoid the usual problems related to integration in quasi-Banach spaces, we need to consider discrete versions of the $J$-method in this context. Since we shall mainly work with the $K$-method we briefly indicate the necessary changes for this method only. Note that for some constant depending only on $r$ we have

$$
K\left(t, \sum a_{n} ; \bar{A}\right)^{r} \leq C \sum K\left(t, a_{n} ; \bar{A}\right)^{r} .
$$

For elements $a \in A_{0}+A_{1}$, we shall consider almost optimal decompositions $a=a_{0}(t)+a_{1}(t)$, which are constant over the dyadic intervals $\left[2^{n-1}, 2^{n}\right), n \in \mathbb{Z}$,

$$
\begin{aligned}
& a_{0}(t)=\sum_{n \in \mathbb{Z}} a_{0}\left(2^{n-1}\right) \chi_{\left[2^{n-1}, 2^{n}\right)}(t) \\
& a_{1}(t)=\sum_{n \in \mathbb{Z}} a_{1}\left(2^{n-1}\right) \chi_{\left[2^{n-1}, 2^{n}\right)}(t)
\end{aligned}
$$

and such that

$$
\left\|a_{0}(t)\right\|_{0}+t\left\|a_{1}(t)\right\|_{1} \leq 2 K(t, a ; \bar{A}),
$$

for all $t>0$.
We only consider here the case $h(x)=1 / x$. It is easy to verify that the operator $\Omega_{K}$ defined by

$$
\begin{aligned}
\Omega a=\Omega_{K} a & =\int_{0}^{1} a_{0}(t) \frac{d t}{t}-\int_{1}^{\infty} a_{1}(t) \frac{d t}{t} \\
& =\left(\sum_{n=-\infty}^{0} a_{0}\left(2^{n-1}\right)-\sum_{n=1}^{\infty} a_{1}\left(2^{n-1}\right)\right) \log 2
\end{aligned}
$$

is well defined on $\bar{A}_{w, p ; K}$, for $r<p<\infty$, if $w$ is a weight in the class $\mathcal{C}_{p}$. In fact, by Hölder's inequality, we have

$$
\begin{gathered}
\sum_{n=0}^{\infty}\left\|a_{0}\left(2^{n-1}\right)\right\|_{0}^{r} \log 2=\int_{0}^{1}\left\|a_{0}(t)\right\|_{0}^{r} \frac{d t}{t} \leq 2^{r} \int_{0}^{1} K(t, a ; \bar{A})^{r} \frac{d t}{t} \\
\leq 2^{r}\left(\int_{0}^{1}\left(\frac{K(t, a ; \bar{A})}{t}\right)^{p} w(t) d t\right)^{r / p}\left(\int_{0}^{1} w(t)^{-(r / p)(p / r)^{\prime}} t^{(r-1)(p / r)^{\prime}} d t\right)^{(p-r) / p}
\end{gathered}
$$

and

$$
\begin{gathered}
\sum_{n=1}^{\infty}\left\|a_{1}\left(2^{n-1}\right)\right\|_{1}^{r} \log 2=\int_{1}^{\infty}\left\|a_{1}(t)\right\|_{0}^{r} \frac{d t}{t} \leq 2^{r} \int_{1}^{\infty} \frac{K(t, a ; \bar{A})^{r}}{t^{r}} \frac{d t}{t} \\
\leq 2^{r}\left(\int_{1}^{\infty}\left(\frac{K(t, a ; \bar{A})}{t}\right)^{p} w(t) d t\right)^{r / p}\left(\int_{1}^{\infty} w(t)^{-(r / p)(p / r)^{\prime}} t^{-(p / r)^{\prime}} d t\right)^{(p-r) / p}
\end{gathered}
$$

where $(p / r)^{\prime}$ denotes the conjugate index of $(p / r)$. Since by Lemma 2.9 we know that $w(t) t^{p(1 / r-1)} \in M_{p / r}$ and $w(t) \in M^{p / r}$, we see that $\Omega_{K}$ is well defined.

More generally in a similar fashion we can show that the operators defined by

$$
\begin{aligned}
\Omega_{\alpha} a & =\frac{1}{\Gamma(\alpha)}\left[\int_{0}^{1}(\log t)^{\alpha-1} \frac{a_{0}(t)}{t} d t-\int_{1}^{\infty}(\log t)^{\alpha-1} \frac{a_{1}(t)}{t} d t\right] \\
& =\frac{(\log 2)^{\alpha}}{\Gamma(\alpha+1)}\left(\sum_{-\infty}^{0} a_{0}\left(2^{n-1}\right)\left(n^{\alpha}-(n-1)^{\alpha}\right)+\sum_{1}^{\infty} a_{1}\left(2^{n-1}\right)\left(n^{\alpha}-(n-1)^{\alpha}\right)\right)
\end{aligned}
$$

are well defined for $\alpha>0$. Indeed, since

$$
\left|n^{\alpha}-(n-1)^{\alpha}\right|^{r} \leq C(\alpha, r)\left|n^{(\alpha-1) r+1}-(n-1)^{(\alpha-1) r+1}\right|
$$

for all $n \in \mathbb{Z}$, we have that

$$
\begin{aligned}
& \sum_{n=-\infty}^{0}\left\|a_{0}\left(2^{n-1}\right)\right\|_{0}^{r}\left|n^{\alpha}-(n-1)^{\alpha}\right|^{r} \leq C \int_{0}^{1}|\log t|^{(\alpha-1) r} \frac{\left\|a_{0}(t)\right\|_{0}^{r}}{t} d t \\
\leq & C\|a\|_{p, w, K}^{r / p}\left(\int_{0}^{1}|\log t|^{(\alpha-1) r(p / r)^{\prime}} w(t)^{-(r / p)(p / r)^{\prime}} t^{(r-1)(p / r)^{\prime}} d t\right)^{(p-r) / p}
\end{aligned}
$$

and a similar inequality is true for the other series.
We can now state the following commutator theorem

Proposition 9.1. Let $0<r \leq 1$ and $r<p<\infty$. Let $w$ be a weight in the class $\mathcal{C}_{p}$ and let $\bar{A}=\left(A_{0}, A_{1}\right)$ be a pair of r-Banach spaces. Then the operator $\Omega_{K} a=\Omega a$ is well defined in the space $\bar{A}_{w, p ; K}$ and, moreover, for any bounded linear operator $T: \bar{A} \rightarrow \bar{B}$, the commutator $[T, \Omega]$ is bounded. Furthermore, the operators

$$
C_{\alpha} a= \begin{cases}T, & \text { if } \alpha=0 \\
{\left[T, \Omega_{\alpha}\right] a=\left(T \Omega_{\alpha}-\Omega_{\alpha} T\right) a,} & \text { if } 0<\alpha \leq 1 \\
{\left[T, \Omega_{\alpha}\right] a+\frac{\Omega_{1}}{\alpha-1} C_{\alpha-1} a,} & \text { if } 1<\alpha \leq 2 \\
{\left[T, \Omega_{\alpha}\right] a+\frac{2 \Omega_{1}}{\alpha-1} C_{\alpha-1} a+\frac{2 \Omega_{2}}{(\alpha-1)(\alpha-2)} C_{\alpha-2} a,} & \text { if } 2<\alpha \leq 3 \\
\cdots & \text { if } \ldots \\
{\left[T, \Omega_{\alpha}\right] a+\sum_{k=1}^{n-1} \frac{\left(\begin{array}{c}
n-1 \\
\binom{k-1}{k}
\end{array} \Omega_{k} C_{\alpha-k} a,\right.}{}} & \text { if } n-1<\alpha \leq n\end{cases}
$$

are bounded from $\bar{A}_{w, p ; K}$ into $\bar{B}_{w, p ; K}$, where, as before,

$$
\Omega_{\alpha} a=\frac{1}{\Gamma(\alpha)}\left[\int_{0}^{1}(\log )^{\alpha-1} \frac{a_{0}(t)}{t} d t-\int_{1}^{\infty}(\log t)^{\alpha-1} \frac{a_{1}(t)}{t} d t\right] .
$$

Proof. The proof is an adaptation of those of lemma 8.3 and propositions 8.4 and 8.5. Let us sketch the main differences, only in the case $0<\alpha \leq 1$. The other cases can be proven in a similar fashion.

For any $t \in(0, \infty)$ we have

$$
\Omega_{\alpha} a+\frac{(\log t)^{\alpha}}{\Gamma(\alpha+1)}=\int_{0}^{t} \frac{(\log x)^{(\alpha-1)}}{\Gamma(\alpha+1)} a_{0}(x) \frac{d x}{x}-\int_{t}^{\infty} \frac{(\log x)^{(\alpha-1)}}{\Gamma(\alpha+1)} a_{1}(x) \frac{d x}{x} .
$$

Then, by using a suitable adaptation of lemma 8.3, we obtain

$$
\begin{aligned}
K\left(t, \Omega_{\alpha} a+\frac{(\log t)^{\alpha}}{\Gamma(\alpha+1)} ; \bar{A}\right)^{r} & \leq C(\alpha, r) \int_{0}^{t}|\log x|^{(\alpha-1) r}\left\|a_{0}(x)\right\|^{r} \frac{d x}{x} \\
& +C(\alpha, r) t^{r} \int_{t}^{\infty}|\log x|^{(\alpha-1) r}\left\|a_{1}(x)\right\|_{1}^{r} \frac{d x}{x} \\
& \leq C(\alpha, r) \int_{0}^{t}|\log x|^{(\alpha-1) r} K(x, a ; \bar{A})^{r} \frac{d x}{x} \\
& +C(\alpha, r) t^{r} \int_{t}^{\infty}|\log x|^{(\alpha-1) r} \frac{K(x, a ; \bar{A})^{r}}{x^{r}} \frac{d x}{x} \\
& \leq C \int_{0}^{t} K(x, a ; \bar{A})^{r} \frac{d x}{x}+C t^{r} \int_{t}^{\infty} \frac{K(x, a ; \bar{A})^{r}}{x^{r}} \frac{d x}{x} \\
& \leq C t P\left(\frac{K(x, a ; \bar{A})^{r}}{x}\right)(t)+C t^{r} Q\left(\frac{K(x, a ; \bar{A})^{r}}{x^{r}}\right)(t) .
\end{aligned}
$$

Since

$$
\frac{K(x, a ; \bar{A})^{r}}{x} \in L^{p / r}\left(w(x) x^{p(1 / r-1)}\right), \frac{K(x, a ; \bar{A})^{r}}{x^{r}} \in L^{p / r}(w)
$$

and besides we know that $w(x) x^{p(1 / r-1)} \in M_{p / r}$ and $w \in M^{p / r}$ (lemma 2.9) we achieve

$$
\left\|t^{-1} K\left(t, \Omega_{\alpha} a+\frac{(\log t)^{\alpha}}{\Gamma(\alpha+1)} ; \bar{A}\right)\right\|_{L^{p}(w)}^{p}
$$

$$
\begin{gathered}
\leq C\left\|t^{1-r} P\left(\frac{K(x, a ; \bar{A})^{r}}{x}\right)(t)\right\|_{L^{p / r}(w)}^{p / r}+C\left\|Q\left(\frac{K(x, a ; \bar{A})^{r}}{x^{r}}\right)(t)\right\|_{L^{p / r}(w)}^{p / r} \\
\leq C\left\|P\left(\frac{K(x, a ; \bar{A})^{r}}{x}\right)(t)\right\|_{L^{p / r}\left(w t^{p(1 / r-1)}\right)}^{p / r}+C\left\|Q\left(\frac{K(x, a ; \bar{A})^{r}}{x^{r}}\right)(t)\right\|_{L^{p / r}(w)}^{p / r} \\
\leq C\left\|\frac{K(x, a ; \bar{A})^{r}}{x}\right\|_{L^{p / r}\left(w x^{p(1 / r-1)}\right)}^{p / r}+C\left\|\frac{K(x, a ; \bar{A})^{r}}{x^{r}}\right\|_{L^{p / r}(w)}^{p / r} \\
=C\left\|\frac{K(x, a ; \bar{A})}{x}\right\|_{L^{p}(w)}^{p}=C\|a\|_{p, w, K}^{p}
\end{gathered}
$$

Now the proof follows as that in proposition 8.4.
We refer the reader to $\S 10$ for examples and applications of these results to harmonic analysis.

## 10. Applications to Harmonic Analysis

In this section we consider applications of our results in harmonic analysis. In particular we consider commutator theorems with multiplication operators in different settings. We also relate the construction of these commutators to the solution of classical variational problems. Our first example deals with the connection of $\mathcal{A}_{p}$ weights, the space BMO and commutator estimates.

## Example 10.1.

The classical example connecting $\mathcal{A}_{p}$ weights in $\mathbb{R}^{n}$, BMO functions, and interpolation is given by the commutators associated with the pair $\left(L^{p}\left(w_{0}\right), L^{p}\left(w_{1}\right)\right)$ (see [JRW] or example 64 in $[\mathbf{M i}]$ ). An $\Omega_{K, n}$ associated with this pair is

$$
\Omega_{K, n} f(x)=-\frac{1}{n!p^{n}} f(x)\left(\log \frac{w_{0}(x)}{w_{1}(x)}\right)^{n}, \quad n=1,2,3, \ldots
$$

Moreover, if we consider operators of fractional order we have

$$
\Omega_{K, \alpha} f(x)=-\frac{1}{\Gamma(\alpha+1) p^{\alpha}} f(x)\left(\log \frac{w_{0}(x)}{w_{1}(x)}\right)^{\alpha}, \quad \alpha>0
$$

Let $1<p<\infty$. If we take $b \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$ with BMO norm small enough, then $w_{0}=e^{-b p / 2}, w_{1}=e^{b p / 2}$ are $\mathcal{A}_{p}$ weights. Therefore, if $T$ is a Calderón-Zygmund operator then $T$ is bounded on $L^{p}\left(w_{0}\right)$ and on $L^{p}\left(w_{1}\right)$. Hence $\left[T, M_{b}\right.$ ] (where $M_{b} f=b f$ ) is bounded on $\left(L^{p}\left(w_{0}\right), L^{p}\left(w_{1}\right)\right)_{q, w, K}$ for $1 \leq q<\infty$ and $w \in \mathcal{C} B_{q}($ cf. Proposition 3.3).

Combining these considerations with

$$
\left(L^{p}\left(w_{0}\right), L^{p}\left(w_{1}\right)\right)_{1 / 2, p ; K}=L^{p} .
$$

we get the following
Corollary 10.2. Let $p>1$. Let $b \in B M O\left(\mathbb{R}^{n}\right)$ and $T$ any CalderónZygmund operator. Then the commutator $\left[T, M_{b}\right]$ is bounded in $L^{p}\left(\mathbb{R}^{n}, v\right)$ for the following weights in $\mathbb{R}^{n}$

$$
v(x)=e^{p b(x) / 2} \int_{0}^{e^{-b(x)}} w(t) d t+e^{-p b(x) / 2} \int_{e^{-b(x)}}^{\infty} w(t) t^{-p} d t
$$

whenever the weight $w$ satisfies the condition $\mathcal{C} B_{p}$.

Proof. It suffices to note that $\left(L^{p}\left(e^{-p b / 2}\right), L^{p}\left(e^{p b / 2}\right)\right)_{p, w ; K}=L^{p}(v)$.
In the fractional case, if we take $1<\alpha \leq 2$, for example, we have

$$
C_{\alpha} f=\frac{1}{\Gamma(\alpha+1)} T\left(f b^{\alpha}\right)-\frac{1}{\Gamma(\alpha)} b T\left(f b^{\alpha-1}\right)+\left(\frac{1}{\Gamma(\alpha)}-\frac{1}{\Gamma(\alpha+1)}\right) b^{\alpha} T(f)
$$

Thus, we obtain
Corollary 10.3. Let $p>1$ and $1<\alpha \leq 2$. Let $b \in B M O\left(\mathbb{R}^{n}\right)$ and let $T$ be a Calderón-Zygmund operator with kernel $K(x, y)$. Then, the operator $T_{\alpha}$ with kernel

$$
K_{\alpha}(x, y)=K(x, y)\left(\frac{1}{\Gamma(\alpha+1)}\left(b^{\alpha}(y)-b^{\alpha}(x)\right)+\frac{1}{\Gamma(\alpha)} b(x)\left(b^{\alpha-1}(x)-b^{\alpha-1}(y)\right)\right)
$$

is bounded on $L^{p}$.
Let $h$ be a locally integrable function on $(0, \infty)$ with $h(t)>0$ a.e. and $\nu(t)=$ $\int_{1}^{t} h(x) d x$. If $t^{-1+p / 2}$ satisfies the condition $\mathcal{C}_{p}(h)$ we have that $\left[T, M_{g}\right]$ is bounded on $L^{p}$ where $g(x)=\nu\left(w_{0}(x)^{1 / p} w_{1}(x)^{-1 / p}\right)$, with $w_{0}, w_{1} \in \mathcal{A}_{p}$.

More precisely, if $h(t) \leq C / t$ for all $t>0$ then it is easy to see that $\mathcal{C}_{p} \subset \mathcal{C}_{p}(h)$. For instance, the function $h(t)=\frac{1}{t(1+|\log t|)}$ satisfies the required condition and so we have

Corollary 10.4. Let $1<p<\infty$ and let $b \in B M O$ a function with norm small enough and let $T$ be a Calderón-Zygmund operator. Then, $\left[T, M_{g}\right]$ is bounded on $L^{p}$ for $g(x)=\log (1+|b(x)|) \operatorname{sgn} b(x)$.

## Example 10.5.

We shall now develop weighted norm estimates for Jacobians and other operations with suitable cancellations. Our setting will be the one of [CLMS]. We also refer the reader to $[\mathbf{C h}]$ for background information and a treatment of the unweighted case using paracommutators.

Let $S$ and $T$ be classical singular integral operators acting on functions defined on $\mathbb{R}^{n}$ and satisfying $T^{*} \circ S=S^{*} \circ T$. Let $p \in(1, \infty)$, and let $b \in \mathrm{BMO}$, then for $f \in L^{p}$ and $g \in L^{p^{\prime}}$ we have

$$
|\langle b, T f . S g-S f . T g\rangle| \leq C\|f\|_{p}\|g\|_{p^{\prime}}\|b\|_{B M O} .
$$

Indeed, we formally have

$$
\langle b, T f . S g-S f . T g\rangle=\left\langle f, T^{*}\left(S g \cdot M_{b}\right)-S^{*}\left(T g \cdot M_{b}\right)\right\rangle
$$

Now, we write

$$
T^{*}\left(S g \cdot M_{b}\right)=-T^{*}\left(\left[S, M_{b}\right]\right)(g)+T^{*}\left(S\left(g M_{b}\right)\right)
$$

and

$$
-S^{*}\left(T g \cdot M_{b}\right)=S^{*}\left(\left[T, M_{b}\right]\right)(g)-S^{*}\left(T\left(g M_{b}\right)\right.
$$

and therefore we obtain

$$
\begin{aligned}
\langle b, T f . S g-S f . T g\rangle & =-\left\langle f, T^{*}\left(\left[S, M_{b}\right]\right)(g)\right\rangle+\left\langle f, S^{*}\left(\left[T, M_{b}\right]\right)(g)\right\rangle \\
& +\left\langle f,\left(T^{*} \circ S\right)\left(g M_{b}\right)-\left(S^{*} \circ T\right)\left(g M_{b}\right)\right\rangle .
\end{aligned}
$$

The first two terms are under control, by the commutator theorem discussed in the previous example, while the third term is zero by our assumptions on the operators $T$ and $S$. In view of the duality between $H^{1}$ and BMO the result can be also rephrased as

$$
\|T f . S g-S f . T g\|_{H^{1}} \leq C\|f\|_{p}\|g\|_{p^{\prime}}
$$

In particular the previous considerations apply to Jacobians. Indeed, let $f$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a smooth map i.e. $D f \in L^{n}$ then a result of [CLMS] states that the Jacobian $\operatorname{det}(D f) \in H^{1}$. Let us show this in the case $n=2$ we write $f=\left(f_{1}, f_{2}\right)$,

$$
D f=\left|\begin{array}{ll}
\frac{\partial f_{1}}{\partial x_{1}} & \frac{\partial f_{1}}{\partial x_{2}} \\
\frac{\partial f_{2}}{\partial x_{1}} & \frac{\partial f_{2}}{\partial x_{2}}
\end{array}\right|
$$

let $\left(R_{j} g\right)^{\wedge}(\xi)=-i \frac{\xi_{j}}{|\xi|} \hat{g}(\xi), j=1,2$, denote the Riesz transforms, and let $(G h)^{\wedge}(\psi)=$ $|\psi| \hat{h}(\psi)$. Then, $\frac{\partial f_{i}}{\partial x_{j}}=R_{j} G f_{i}, i, j=1,2$, with $G f_{i} \in L^{2}$. Therefore, since the Riesz transforms are antisymmetric and commute with each other, the previous discussion applied to $\left(R_{1}, R_{2}\right)$ shows that

$$
J(f)=\frac{\partial f_{1}}{\partial x_{1}} \frac{\partial f_{2}}{\partial x_{2}}-\frac{\partial f_{1}}{\partial x_{2}} \frac{\partial f_{2}}{\partial x_{1}} \in H^{1}\left(\mathbb{R}^{2}\right) .
$$

We should also note that in our setup we can replace singular integral operators by any pair of operators $S, T$, which act on $L^{p}(w)$ for all $w \in \mathcal{A}_{p}, 1<p<\infty$, and such that the cancellation condition $T^{*} \circ S=S^{*} \circ T$ is satisfied. Using a variant of corollary 10.2 we can derive weighted Lorentz norm inequalities for these operations. Furthermore, using the properties of $\mathcal{A}_{p}$ weights, the theory of commutators will also produce weighted $\mathcal{A}_{p}$ norm inequalities for these operations (cf. [Mi3]).

## Example 10.6.

We consider weighted norm inequalities for commutators with $\Omega_{K} f=f \log r_{f}$ or $\Omega_{E} f=f \log |f|$, which complement recent work by Pérez $[\mathbf{P e}]$. For simplicity, suppose that $T$ is a bounded operator acting on the pair $\left(L^{1}, L^{\infty}\right)$, then (cf. [JRW]) the commutator $\left[T, \Omega_{K}\right]$ is bounded on $L^{p}, 1<p<\infty$. The method of proof of proposition 7.3 and the fact that we have a concrete description of the $K$-functional for the pair $\left(L^{1}, L^{\infty}\right)$ leads to the estimate

$$
\left[T, \Omega_{K}\right] f^{* *}(t) \leq c\left(\frac{1}{t} \int_{0}^{t} f^{* *}(s) \frac{d s}{s}+\int_{t}^{\infty} f^{* *}(s) \frac{d s}{s}\right)
$$

In particular it follows that

$$
\left\|\left[T, \Omega_{K}\right] f\right\|_{\Lambda(w, p)} \leq c\|f\|_{\Lambda(w, p)}
$$

for all $w \in \mathcal{B}_{p}, 1<p<\infty$, where $r_{f}(x)$ is the rank function defined in example 10.7 below. Similarly we can obtain weighted norm inequalities for higher order commutators using the rearrangement inequalities implicit in the proof of proposition 8.4. Using the notation of this proposition it follows that

$$
\left\|C_{\nu, \alpha} f\right\|_{\Lambda(w, p)} \leq c\|f\|_{\Lambda(w, p)}
$$

In order to obtain weighted Lorentz norm inequalities for commutators with the operator $\Omega_{E} f=f \log |f|$ we require the use the $E$-method of interpolation. Since we have not considered this method in this paper we just indicate the necessary steps
(with references) and leave the details for the interested reader. The corresponding $E$-functional inequalities for commutators with bounded operators $T$ on the pair $\left(L^{1}, L^{\infty}\right)($ cf. [Mi]) give

$$
E\left(t,\left[T, \Omega_{E}\right] f, L^{\infty}, L^{1}\right) \leq c \int_{t}^{\infty} E\left(s, f, L^{\infty}, L^{1}\right) \frac{d s}{s}
$$

To interpret this inequality recall that $E\left(t, h, L^{\infty}, L^{1}\right)=\int_{t}^{\infty} \lambda_{f}(s) d s(c f .[J M 1])$, therefore the estimate takes the form

$$
\int_{t}^{\infty} \lambda_{\left[T, \Omega_{E}\right] f}(s) d s \leq c \int_{t}^{\infty} \int_{s}^{\infty} \lambda_{f}(u) d u \frac{d s}{s}
$$

Weighted Lorentz norm inequalities follow from this estimate using the (equivalent) distribution function description of the norm of Lorentz spaces.

## Example 10.7.

We consider the commutators associated to the pair $\left(L^{1, \infty}, L^{\infty}\right)$. For this pair, the $K$-functional is given by the expression

$$
K\left(t, f ; L^{1, \infty}, L^{\infty}\right)=\sup _{0<s<t} s f^{*}(s)
$$

where $f^{*}$ denotes the non increasing rearrangement of $f$ (cf. $\left.[\mathbf{K r}],[\mathbf{B L}]\right)$. We can consider two different almost optimal decompositions in order to compute the corresponding operators $\Omega$ 's. The first one is given by $f=g_{1}+h_{1}, g_{1}=f \chi_{A_{t}} \in$ $L^{1, \infty}$ and $h_{1}=f-g_{1} \in L^{\infty}$, where $A_{t}=\left\{x ;|f(x)|>f^{*}(t)\right\}$. In this case

$$
\Omega_{\alpha}^{(1)} f(x)=\frac{-1}{\Gamma(\alpha+1)} f(x)\left(\log r_{f}(x)\right)^{\alpha}
$$

where $r_{f}$ is the rank function defined by

$$
r_{f}(x)=|\{y ;|f(y)| \geq|f(x)|\}|
$$

(see, [CJMR], [Mi]). Indeed

$$
\Omega_{\alpha}^{(1)} f(x)=\frac{1}{\Gamma(\alpha)} \int_{0}^{1}(\log t)^{\alpha-1} f(x) \chi_{A_{t}}(x) \frac{d t}{t}-\int_{1}^{\infty}(\log t)^{\alpha-1} f(x) \chi_{A_{t}^{c}}(x) \frac{d t}{t}
$$

Since $t<r_{f}(x)$ implies that $f^{*}(t) \geq|f(x)|$ and also $t>r_{f}(x)$ implies that $f^{*}(t)<$ $|f(x)|$ we have that

$$
\Omega_{\alpha}^{(1)} f(x)=\frac{1}{\Gamma(\alpha)} \int_{r_{f}(x)}^{1}(\log t)^{\alpha-1} f(x) \frac{d t}{t}
$$

for $r_{f}(x)<1$ and

$$
\Omega_{\alpha}^{(1)} f(x)=\frac{-1}{\Gamma(\alpha)} \int_{1}^{r_{f}(x)}(\log t)^{\alpha-1} f(x) \frac{d t}{t}
$$

for $r_{f}(x)>1$, so clearly the formula holds.
We can also consider optimal decompositions given by $f=g_{2}+h_{2}$, where $g_{2}=\left(f-f^{*}(t)\right) \chi_{A_{t}} \in L^{1, \infty}$ and $h_{2}=f-g_{2} \in L^{\infty}$. It is quite easy to see that the corresponding operator associated with this decomposition, $\Omega^{(2)}$, is given by

$$
\Omega_{\alpha}^{(2)} f(x)=\Omega_{\alpha}^{(1)} f(x)-\frac{1}{\Gamma(\alpha)} \int_{r_{f}(x)}^{\infty}(\log t)^{\alpha-1} f^{*}(t) \frac{d t}{t}
$$

It is worth to mention here that these two almost optimal decompositions and the corresponding operators $\Omega$ are also valid for the pair $\left(L^{1}, L^{\infty}\right)$, (see example 10.6 above). Suppose that $T: L^{1} \rightarrow L^{1, \infty}$ and $T: L^{\infty} \rightarrow L^{\infty}$, for instance let $T=P$, the Hardy operator. Then we can take the operators $\Omega^{(1)}$ either $\Omega^{(2)}$ for each one of the pairs $\left(L^{1}, L^{\infty}\right),\left(L^{1, \infty}, L^{\infty}\right)$. Since

$$
t f^{*}(t) \leq \sup _{0<s<t} s f^{*}(s) \leq \int_{0}^{t} f^{*}
$$

it is clear that

$$
\left(L^{1}, L^{\infty}\right)_{p, w, K}=\left(L^{1, \infty}, L^{\infty}\right)_{p, w, K}=\Lambda(p, w)
$$

(cf. 4.1) and so, if $T$ is a bounded operator $T: L^{1} \rightarrow L^{1, \infty}, T: L^{\infty} \rightarrow L^{\infty}$, $1 \leq p<\infty, w \in \mathcal{C} B_{p}$, there exists a constant $C>0$ such that the following estimates are true

$$
\begin{aligned}
& \left\|T\left(f \log r_{f}\right)-T(f) \log r_{T f}\right\|_{\Lambda(p, w)}=\left\|T\left(\Omega^{(1)} f\right)-\Omega^{(1)}(T f)\right\|_{\Lambda(p, w)} \leq C\|f\|_{\Lambda(p, w)}, \\
& \left\|\int_{r_{(T f)}(x)}^{\infty} \frac{(T f)^{*}(t)}{t} d t\right\|_{\Lambda(p, w)}=\left\|\Omega^{(2)}(T f)-\Omega^{(1)}(T f)\right\|_{\Lambda(p, w)} \\
& \leq\left\|\Omega^{(2)}(T f)-T\left(\Omega^{(1)} f\right)\right\|_{\Lambda(p, w)}+\left\|T\left(\Omega^{(1)} f\right)-\Omega^{(1)}(T f)\right\|_{\Lambda(p, w)} \leq C\|f\|_{\Lambda(p, w)}
\end{aligned}
$$

and

$$
\begin{gathered}
\left\|T\left(\int_{r_{f}(x)}^{\infty} \frac{f^{*}(t)}{t} d t\right)\right\|_{\Lambda(p, w)}=\left\|T\left(\Omega^{(1)} f\right)-T\left(\Omega^{(2)} f\right)\right\|_{\Lambda(p, w)} \\
\leq\left\|T\left(\Omega^{(1)} f\right)-\Omega^{(1)}(T f)\right\|_{\Lambda(p, w)}+\left\|\Omega^{(1)}(T f)-T\left(\Omega^{(2)} f\right)\right\|_{\Lambda(p, w)} \leq C\|f\|_{\Lambda(p, w)},
\end{gathered}
$$

for $f \in \Lambda(p, w)$.
Similar results apply to the pair $\left(L^{p}, L^{q}\right), 0<p<q \leq+\infty$. In fact, a possible choice for $\Omega$ in this case is once again

$$
\Omega f(x)=\frac{-1}{\theta} f(x)\left(\log r_{f}(x)\right)
$$

with $\theta=1 / p-1 / q$.

## Example 10.8.

We consider pairs of vector valued $L^{p}$ spaces based on a fixed measure space, eg. $\mathbb{R}^{n}$. Let $\left(X_{0}, X_{1}\right)$ be a given Banach pair, let $1 \leq p \leq \infty$, and consider the pair ( $\left.L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right)$. Note that (cf. [CJMR], page 212)

$$
\left(D_{K}\left(t, L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right) f\right)(s)=D_{K}\left(t, X_{0}, X_{1}\right)(f(s)) .
$$

In fact, this is just a reformulation of a result due to Cwikel [Cw1], we give the details for the convenience of the reader. Observe that if $f=D_{K}\left(t, L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right) f+$ $\left(I-D_{K}\left(t, L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right)\right) f$, then

$$
\begin{gathered}
K\left(t, f ; L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right) \\
\sim\left\|D_{K}\left(t, L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right) f\right\|_{L^{p}\left(X_{0}\right)}+\left\|\left(I-D_{K}\left(t, L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right)\right) f\right\|_{L^{p}\left(X_{1}\right)}
\end{gathered}
$$

and therefore for each $s \in M$ (the ambient measure space) we shall have

$$
f(s)=\left(D_{K}\left(t, L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right) f\right)(s)+\left(\left(I-D_{K}\left(t, L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right)\right) f\right)(s)
$$

and

$$
\begin{gathered}
K\left(t, f(s), X_{0}, X_{1}\right) \\
\leq\left\|\left(D_{K}\left(t, L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right) f\right)(s)\right\|_{X_{0}}+t\left\|\left(\left(I-D_{K}\left(t, L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right)\right) f\right)(s)\right\|_{X_{1}} .
\end{gathered}
$$

Consequently,

$$
\begin{aligned}
&\left(\int_{M} K\left(t, f(s), X_{0}, X_{1}\right)^{p} d s\right)^{1 / p} \\
& \leq\left\|D_{K}\left(t, L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right) f(.)\right\|_{L^{p}\left(X_{0}\right)}+t\left\|\left(I-D_{K}\left(t, L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right)\right) f(.)\right\|_{L^{p}\left(X_{1}\right)} \\
& \sim K\left(t, f ; L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right) .
\end{aligned}
$$

On the other hand, if $f(s)=D_{K}\left(t, X_{0}, X_{1}\right) f(s)+\left(I-D_{K}\left(t, X_{0}, X_{1}\right)\right) f(s)$, then we have

$$
K\left(f(s), X_{0}, X_{1}\right) \simeq\left\|D_{K}\left(t, X_{0}, X_{1}\right) f(s)\right\|_{X_{0}}+\left\|\left(I-D_{K}\left(t, X_{0}, X_{1}\right)\right) f(s)\right\|_{X_{1}}
$$

and therefore

$$
\begin{aligned}
& \qquad C_{p}\left(\int_{M} K\left(t, f(s), X_{0}, X_{1}\right)^{p} d s\right)^{1 / p} \\
& \geq\| \| D_{K}\left(t, X_{0}, X_{1}\right) f(s)\left\|_{X_{0}}\right\|_{L^{p}}+\| \|\left(I-D_{K}\left(t, X_{0}, X_{1}\right)\right) f(s)\left\|_{X_{1}}\right\|_{L^{p}} \\
& \geq C K\left(t, f ; L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right) .
\end{aligned}
$$

It follows that

$$
\left(\int_{M} K\left(t, f(s), X_{0}, X_{1}\right)^{p} d s\right)^{1 / p} \sim K\left(t, f ; L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right)
$$

and that a possible choice for optimal decompositions can be obtained by the formulae

$$
\begin{aligned}
\left(D_{K}\left(t, L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right) f\right)(.) & =D_{K}\left(t, X_{0}, X_{1}\right) f(.), \\
\left(\left(I-D_{K}\left(t, L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right)\right) f\right)(.) & =\left(I-D_{K}\left(t, X_{0}, X_{1}\right)\right) f(.) .
\end{aligned}
$$

Thus, formally we shall have

$$
\begin{gathered}
\left(\Omega_{\left(L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right)} f\right)(s) \\
=\int_{0}^{1}\left(D_{K}\left(t, L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right) f\right)(s) \frac{d t}{t}-\int_{1}^{\infty}\left(\left(I-D_{K}\left(t, L^{p}\left(X_{0}\right), L^{p}\left(X_{1}\right)\right)\right) f\right)(s) \frac{d t}{t} \\
=\int_{0}^{1} D_{K}\left(t, X_{0}, X_{1}\right) f(s) \frac{d t}{t}-\int_{1}^{\infty}\left(I-D_{K}\left(t, X_{0}, X_{1}\right)\right) f(s) \frac{d t}{t} \\
=\Omega_{\left(X_{0}, X_{1}\right)}(f(s)) .
\end{gathered}
$$

For example, consider $X_{0}=L^{p}\left(w_{0}\right), X_{1}=L^{p}\left(w_{1}\right)$, then from

$$
\left(D_{K}\left(t, L^{\infty}\left(L^{p}\left(w_{0}\right)\right), L^{\infty}\left(L^{p}\left(w_{1}\right)\right) f\right)(s)=D_{K}\left(t, L^{p}\left(w_{0}\right), L^{p}\left(w_{1}\right)\right) f(s)\right.
$$

it follows that

$$
\Omega_{\left(L^{\infty}\left(L^{p}\left(w_{0}\right)\right), L^{\infty}\left(L^{p}\left(w_{1}\right)\right)\right.} f(x, y)=f(x, y) \log \frac{w_{0}(y)}{w_{1}(y)}
$$

As pointed out in $[\mathbf{C J M R}]$ and more recently in $[\mathbf{C C S} 1]$ these ideas have interesting applications. For example they can be used to extend many of the results obtained
by Segovia and Torrea and other authors for commutators of vector valued singular integral operators (cf. [SeT]).

## Example 10.9.

We shall now consider the pairs $\left(H^{p_{0}}\left(\mathbb{R}^{n}\right), H^{p_{1}}\left(\mathbb{R}^{n}\right)\right), 0<p_{0}<p_{1}<\infty$. It will be convenient to recall here the notion of a retract (cf. also section 3 above). A pair $\bar{A}$ is said to be a retract of a pair $\bar{B}$ if there exist linear operators $U: \bar{A} \rightarrow \bar{B}$, and $\operatorname{Pr}: \bar{B} \rightarrow \bar{A}$, such that $\operatorname{Pr} \circ U=i d$ on $\bar{A}$. Under these conditions the optimal decompositions $D_{K}(t, \bar{A}) f$ are given by

$$
D_{K}(t, \bar{A}) f=\operatorname{Pr}\left(D_{K}(t, \bar{B})(U(f))\right.
$$

(cf. [JRW]). Let us also recall that we can regard $\left(H^{p_{0}}\left(\mathbb{R}^{n}\right), H^{p_{1}}\left(\mathbb{R}^{n}\right)\right)$ as a retract of the pair $\left(T_{2}^{p_{0}}\left(\mathbb{R}_{+}^{n+1}\right), T_{2}^{p_{1}}\left(\mathbb{R}_{+}^{n+1}\right)\right)$ of Tent spaces (cf. [CMS], [AM2], and also Example 6.2 above). In fact in this case the operators in question are given by

$$
U(f)(x, t)=t u_{f}(x, t), \operatorname{Pr}(f)(x)=\pi_{\phi}(f)(x)
$$

where $u_{f}(x, t)$ is the Poisson integral of $f$, and

$$
\pi_{\phi}(f)=\int_{0}^{\infty} f(\cdot, t) * \phi_{t} \frac{d t}{t}
$$

where $\phi$ satisfies sufficient moment cancellation conditions and moreover

$$
-2 \pi \int_{0}^{\infty} \hat{\phi}(\xi t)|\xi| e^{-2 \pi|\xi| t} d t=1
$$

It follows that the optimal decompositions for the pair $\left(H^{p_{0}}\left(\mathbb{R}^{n}\right), H^{p_{1}}\left(\mathbb{R}^{n}\right)\right)$ are then given by

$$
D_{K}\left(t,\left(H^{p_{0}}\left(\mathbb{R}^{n}\right), H^{p_{1}}\left(\mathbb{R}^{n}\right)\right) f=\pi_{\phi}\left(D_{K}\left(t, T_{2}^{p_{0}}\left(\mathbb{R}_{+}^{n+1}\right), T_{2}^{p_{1}}\left(\mathbb{R}_{+}^{n+1}\right)\right)(U(f))\right.\right.
$$

Moreover, we have

$$
K\left(t, f ; T_{2}^{p_{0}}, T_{2}^{p_{1}}\right) \sim K\left(t, A_{2}(f), L^{p_{0}}\left(\mathbb{R}^{n}\right), L^{p_{1}}\left(\mathbb{R}^{n}\right)\right)
$$

and, with $1 / p=1 / p_{0}-1 / p_{1}$, we can select

$$
D_{K}\left(t, T_{2}^{p_{0}}\left(\mathbb{R}_{+}^{n+1}\right), T_{2}^{p_{1}}\left(\mathbb{R}_{+}^{n+1}\right)\right) f=f \chi_{T\left\{x: A_{2}(f)(x)>A_{2}(f)^{*}\left(t^{p}\right)\right\}}
$$

where for a given set $H$ on $\mathbb{R}^{n}, T(H)$ denotes 'the Tent with base $H$ ' defined by

$$
T(H)=\left\{(x, t) \in \mathbb{R}_{+}^{n+1}: B(x, t) \subset H\right\}
$$

and $B(x, t)$ denotes the ball with center $x$ and radius $t$. It follows that

$$
\left.\Omega_{\left(T_{2}^{p_{0}}, T_{2}^{p_{1}}\right)} f(x, s)=\int_{0}^{1} f(x, s) \chi_{T_{t}(f)}(x, s)\right) \frac{d t}{t}-\int_{1}^{\infty}\left(f(x, s)-f \chi_{T_{t}(f)}(x, s)\right) \frac{d t}{t} .
$$

Consequently, if we let $T_{t}(g)=T\left(\left\{x: A_{2}(f)(x)>A_{2}(g)^{*}\left(t^{p}\right)\right\}\right)$

$$
D_{K}\left(t,\left(H^{p_{0}}\left(\mathbb{R}^{n}\right), H^{p_{1}}\left(\mathbb{R}^{n}\right)\right) f=\pi_{\phi}\left(U(f) \chi_{T_{t}(U(f))}\right)\right.
$$

and

$$
\begin{gathered}
\Omega_{\left(H^{p_{0}}\left(R^{n}\right), H^{p_{1}}\left(R^{n}\right)\right)} f=\int_{0}^{1} \pi_{\phi}\left(U(f) \chi_{T_{t}(U(f))}\right) \frac{d t}{t}-\int_{1}^{\infty} \pi_{\phi}\left(U(f)-U(f) \chi_{T_{t}(U(f))}\right) \frac{d t}{t} \\
\Omega_{\left(H^{p_{0}}\left(\mathbb{R}^{n}\right), H^{p_{1}}\left(\mathbb{R}^{n}\right)\right)} f=\pi_{\phi}\left(\Omega_{\left(T_{2}^{p_{0}}, T_{2}^{p_{1}}\right)} U(f)\right) .
\end{gathered}
$$

## Example 10.10.

We consider the pair $\left(H^{p}\left(\mathbb{R}^{n}\right), \dot{W}_{p}^{\alpha}\left(\mathbb{R}^{n}\right)\right)$. It is shown in $[\mathbf{L u}]$ that we can choose

$$
\begin{gathered}
D_{K}(t) f=f-W_{t^{1 / \alpha}}^{\alpha} f \\
\left(I-D_{K}(t)\right) f=W_{t^{1 / \alpha}}^{\alpha} f
\end{gathered}
$$

with $\left(W_{t}^{\alpha} f\right)^{\wedge}(\xi)=e^{-|t \xi|^{\alpha}} \hat{f}(\xi), \alpha>0$, is the Abel-Poisson operator. Other choices of homogeneous multipliers are also possible. For example, we can also take

$$
D_{K}(t) f=f-B_{t^{1 / \alpha}}^{\alpha, \delta} f
$$

where $\left(B_{t}^{\alpha, \delta}(t) f\right)^{\wedge}(\xi)=\left(1-|t \xi|^{\alpha}\right)_{+}^{\delta} \hat{f}(\xi)$, are the Bochner Riesz operators. In this case we have

$$
\Omega_{\left(H^{p}\left(\mathbb{R}^{n}\right), \dot{W}_{p}^{\alpha}\left(\mathbb{R}^{n}\right)\right)} f=\Omega f=\int_{0}^{1}\left(f-W_{t^{1 / \alpha}}^{\alpha} f\right) \frac{d t}{t}-\int_{1}^{\infty} W_{t^{1 / \alpha}}^{\alpha} f \frac{d t}{t}
$$

which formally gives

$$
\begin{gathered}
(\Omega f)^{\wedge}(\xi)=\int_{0}^{1}\left(1-e^{-t|\xi|^{\alpha}}\right) \hat{f}(\xi) \frac{d t}{t}-\int_{1}^{\infty} e^{-t|\xi|^{\alpha}} \hat{f}(\xi) \frac{d t}{t} \\
\quad=\left(\int_{0}^{1}\left(1-e^{-t|\xi|^{\alpha}}\right) \frac{d t}{t}-\int_{1}^{\infty} e^{-t|\xi|^{\alpha}} \frac{d t}{t}\right) \hat{f}(\xi)
\end{gathered}
$$

## Example 10.11.

The computation of nearly optimal decompositions entails the solution of a variational problem. When there is enough structure these problems turn out to be related to some classical problems in PDE's. We illustrate this point with some computations in the theory of Dirichlet spaces of Beurling and Denny (cf. [BD]). Let $\lambda$ be a positive Radon measure on a locally compact Hausdorff space $X$, let $L_{l o c}^{1}=L_{l o c}^{1}(X, d \lambda)$. A Hilbert space $D=D(X, \lambda)$ of complex valued functions $D \subset L_{l o c}^{1}$, is called a Dirichlet space if it satisfies the following three axioms:
i) For each compact set $K \subset X$, there exists $c(K)>0$ such that

$$
\int_{K}|u| d \lambda \leq c(K)\|u\|_{D}
$$

ii) Let $C_{0}=C_{0}(X)$ denote the space of complex valued continuous functions with compact support, then it holds that

$$
C_{0} \cap D \text { is dense in } C_{0} \text { and } D .
$$

iii) A normalized contraction in the complex plane $\mathbb{C}$ is a map $T: \mathbb{C} \rightarrow \mathbb{C}$, such that $|T x-T y| \leq|x-y|$, for all $x, y \in \mathbb{C}$, and moreover $T(0)=0$. If $u \in D$, and $T$ is a normalized contraction of $\mathbb{C}$, define $T u(x)=T(u(x))$, then

$$
\|T u\|_{D} \leq\|u\|_{D}
$$

This last property is equivalent to the following statement: if $u \in D$, and $v$ is such that

$$
\begin{aligned}
|v(x)-v(y)| & \leq|u(x)-u(y)| \\
|v(x)| & \leq|u(x)|
\end{aligned}
$$

for all $x, y \in X$, then it follows that $v \in D$, and

$$
\|v\|_{D} \leq\|u\|_{D}
$$

Consider the pair $\left(L^{2}, D\right)$, then given $f \in L^{2}$ let

$$
K_{2}\left(t, f ; L^{2}, D\right)^{2}=\inf \left\{\|f-u\|_{2}^{2}+t\|u\|_{D}^{2}: u \in D\right\} .
$$

The following facts are shown in $[\mathbf{B D}]$. It is observed that there exists a unique $u_{t}=\left(I-D_{K_{2}}(t)\right) f \in D$ that minimizes the quadratic functional $K_{2}$ defined above. Moreover, this minimizer satisfies the variational condition $: \forall v \in L^{2} \cap D$, it holds

$$
\begin{equation*}
t\left\langle\left(I-D_{K_{2}}(t)\right) f, v\right\rangle_{D}-\int\left(D_{K_{2}}(t) f\right) \bar{v} d \lambda=0 . \tag{10.1}
\end{equation*}
$$

For each $t>0$, the map $f \rightarrow\left(I-D_{K_{2}}(t)\right) f$ can be defined on $D$ and is a linear and bounded contraction $\left(I-D_{K_{2}}(t)\right): L^{2} \rightarrow L^{2}$, and $\left(I-D_{K_{2}}(t)\right): D \rightarrow D$. If $\left\|\left(I-D_{K_{2}}(t)\right) f\right\|_{D}=\|f\|_{D}$ and $f \in D$, then $f=0$. For each $f$ bounded with compact support there exists a unique $u_{f}$ such that for all $u \in D$, we have

$$
\left(u_{f}, u\right)_{D}=\int f \bar{u} d \lambda
$$

Then $u_{f}$ is denoted by $\Delta f$ and is called the potential generated by $f$. More generally one can define potentials associated with measures in a similar fashion. Potentials associated with positive measures are called 'pure potentials.' Therefore we see that for a given $f \in D, t>0,\left(I-D_{K_{2}}(t)\right) f$ is thus a solution of the equation

$$
u+t \Delta u=f
$$

In fact, let $v \in D$, then by the definition of potential and (10.1) we get

$$
\begin{gathered}
\quad \int\left(\left(I-D_{K_{2}}(t)\right) f+t \Delta\left(I-D_{K_{2}}(t)\right) f\right) \bar{v} d \lambda \\
=\int\left(I-D_{K_{2}}(t)\right) f \bar{v} d \lambda+t \int \Delta\left(I-D_{K_{2}}(t)\right) f \bar{v} d \lambda \\
=\int\left(I-D_{K_{2}}(t)\right) f \bar{v} d \lambda+t\left\langle\left(I-D_{K_{2}}(t)\right) f, \bar{v}\right\rangle_{D} \\
=\int\left(I-D_{K_{2}}(t)\right) f \bar{v} d \lambda+\int\left(D_{K_{2}}(t) f\right) \bar{v} d \lambda \\
=\int f \bar{v} d \lambda .
\end{gathered}
$$

Using (10.1) and the fact that $D_{K_{2}}(t) f \rightarrow f$ we have that for each $f \in D, v \in D$

$$
\begin{gathered}
\lim _{t \rightarrow \infty} t\left\langle\left(I-D_{K_{2}}(t)\right) f, v\right\rangle_{D}=\lim _{t \rightarrow \infty} \int\left(D_{K_{2}}(t) f\right) \bar{v} d \lambda \\
=\int f \bar{v} d \lambda
\end{gathered}
$$

and therefore we see that

$$
\lim _{t \rightarrow \infty} t\left(I-D_{K_{2}}(t)\right) f=\Delta f, \text { in } D
$$

These remarks show that there are considerable structural relations between the computation of optimal decompositions and the solution of partial differential equations. We hope to develop this point further elsewhere.

## 11. BMO type spaces associated to Calderón weights

Originally the motivation that led John and Nirenberg to introduce and study the space $\operatorname{BMO}(\mathbb{R})$ were some problems in PDE's. The fundamental bridge with harmonic analysis was later provided by Fefferman's characterization of $\operatorname{BMO}(\mathbb{R})$ as the dual of $H^{1}(\mathbb{R})$. In classical analysis and interpolation theory $\operatorname{BMO}(\mathbb{R})$ appears as a limiting space for the scale of $L^{p}$ spaces. Moreover, $\operatorname{BMO}(\mathbb{R})$ is also deeply related with the theory of weighted norm inequalities for the classical operators in analysis. Indeed, the functions in $\operatorname{BMO}(\mathbb{R})$ are multiple of logarithms of the weights in the class $\mathcal{A}_{\infty}$, which is the union of the $\mathcal{A}_{p}$ Muckenhoupt classes for $p \geq 1$. In still another context $\operatorname{BMO}(\mathbb{R})$ is exactly the class of functions $\phi$ for which the commutator $\left[H, M_{\phi}\right.$ ] is bounded in $L^{2}$, where $H$ is the Hilbert transform and $M_{\phi}$ is the operator multiplication by the function $\phi$. A good reference for the development of these interconnections is [GR], which also contains an extensive bibliography.

In view of this background, in this part of the paper we shall explore the analogs of a theory of functions of bounded mean oscillation in the context of our previous developments. Following through the connection between the classical space $\operatorname{BMO}(\mathbb{R})$ and the Muckenhoupt $\mathcal{A}_{p}$ classes of weights led us to consider spaces of bounded mean oscillation associated with the Calderón $\mathcal{C}_{p}$ classes of weights. In this context it is natural to consider $\operatorname{BMO}(0, \infty)$ type spaces which are roughly speaking the set of multiples of logarithms of weights in $\mathcal{C}_{p}$. Let us informally denote this class by $\mathrm{BCO}_{1}$ ("bounded Calderón oscillation"), we shall give formal definitions below. In analogy with the classical theory we should consider commutators $\left[S, M_{\phi}\right.$ ] where we replace the Hilbert transform $H$ by the Calderón operator $S$ and let $\phi \in \mathrm{BCO}_{1}$. The methods of previous sections lead us to the following result

Proposition 11.1. Let $w_{0}$, $w_{1}$ be two weights in $\mathcal{C}_{p}, 1 \leq p<\infty$ and assume that $0<\theta<1$, then the commutator $\left[S, M_{\log \left(w_{1} w_{0}^{-1}\right)}\right]$ is bounded from $L^{p}\left(w_{0}^{1-\theta} w_{1}^{\theta}\right)$ into $L^{p}\left(w_{0}^{1-\theta} w_{1}^{\theta}\right)$.

Furthermore, if $w \in \mathcal{C}_{2}$, then, for all $2 \leq p<\infty$, we have $\left[S, M_{\log w}\right]: L^{p} \rightarrow L^{p}$ and $\left\|\left[S, M_{\log w}\right]\right\|_{p \rightarrow p} \leq C p^{2}\|w\|_{\mathcal{C}_{2}}$.

Proof. Let us consider the first half of the proposition. We have $S: L^{p}\left(w_{i}\right) \rightarrow$ $L^{p}\left(w_{i}\right), i=0,1$, and moreover that the operator $\Omega$ associated with the pair ( $L^{p}\left(w_{0}\right), L^{p}\left(w_{1}\right)$ is given by $\Omega=M_{\log \left(w_{1} w_{0}^{-1}\right)}$. Then, the first part of the proposition follows by interpolation using the commutator theorem of [JRW], since

$$
L^{p}\left(w_{0}^{1-\theta} w_{1}^{\theta}\right)=\left(L^{p}\left(w_{0}\right), L^{p}\left(w_{1}\right)\right)_{\theta, p ; K} .
$$

To prove the second half let us remark that $w \in \mathcal{C}_{2}$ if and only if $w^{-1} \in \mathcal{C}_{2}$ and besides $\mathcal{C}_{2} \subseteq \mathcal{C}_{p}$. Also we note that the corresponding operator $\Omega$ associated to the pair $\left(L^{p}(w), L^{p}\left(w^{-1}\right)\right)$ is given by $\Omega f=\frac{C}{p} f \log w$. Hence, by interpolation and Proposition 2.9, we arrive at

$$
\left\|\left[S, M_{\log w}\right]\right\|_{p \rightarrow p}=C p\|[S, \Omega]\|_{p \rightarrow p} \leq C p\|w\|_{\mathcal{C}_{p}} \leq C p^{2}\|w\|_{\mathcal{C}_{2}}
$$

The next proposition ensures that if $w \in \mathcal{C}_{2}$ then the oscillation of $\log w$ is under control.

Lemma 11.2. Let $\phi$ be a measurable function on $(0,+\infty)$. Let $w=e^{\phi}$ be a weight. Then $w \in \mathcal{C}_{2}$ if and only if there exists a constant $C$ such that for all $t>0$,

$$
\begin{align*}
& \frac{1}{t} \int_{0}^{t} \exp \left|\phi(x)-t \int_{t}^{\infty} \phi(y) \frac{d y}{y^{2}}\right| d x \leq C  \tag{11.1}\\
& t \int_{t}^{\infty} \exp \left|\phi(x)-\frac{1}{t} \int_{0}^{t} \phi(y) d y\right| \frac{d x}{x^{2}} \leq C \tag{11.2}
\end{align*}
$$

Proof. If $w=e^{\phi} \in M^{2}$ then

$$
\begin{gathered}
\frac{1}{t} \int_{0}^{t} \exp \left(\phi(x)-t \int_{t}^{\infty} \phi(y) \frac{d y}{y^{2}}\right) d x=\frac{1}{t} \exp \left(-t \int_{t}^{\infty} \phi(y) \frac{d y}{y^{2}}\right) \int_{0}^{t} \exp (\phi(x)) d x \leq \\
\leq \frac{1}{t} t\left(\int_{t}^{\infty} \exp (-\phi(x)) \frac{d x}{x^{2}}\right)\left(\int_{0}^{t} \exp (\phi(x)) d x\right) \leq\|w\|_{M^{2}}
\end{gathered}
$$

where we have used Jensen's inequality with $e^{-x}$ and the probability measure $d \mu=$ $\frac{t d x}{x^{2}}$ on $[t,+\infty)$ and the $M^{2}$ condition for $w$.

If $w=e^{\phi} \in M_{2}$, we have

$$
\begin{gathered}
t \int_{t}^{\infty} \exp \left(\phi(x)-\frac{1}{t} \int_{0}^{t} \phi(y) d y\right) \frac{d x}{x^{2}}=t \exp \left(-\frac{1}{t} \int_{0}^{t} \phi(y) d y\right) \int_{t}^{\infty} \exp (\phi(x)) \frac{d x}{x^{2}} \leq \\
\leq t \frac{1}{t}\left(\int_{0}^{t} \exp (-\phi(x)) d x\right)\left(\int_{t}^{\infty} \exp (\phi(x)) \frac{d x}{x^{2}}\right) \leq\|w\|_{M_{2}}
\end{gathered}
$$

Since $e^{\phi} \in \mathcal{C}_{2}$ if and only if $e^{-\phi} \in \mathcal{C}_{2}$ we also get (11.1) and (11.2).
Conversely, if (11.1) and (11.2) are fulfilled, then

$$
\begin{gathered}
\int_{t}^{\infty} \exp (\phi(x)) \frac{d x}{x^{2}}= \\
=\left(\int_{t}^{\infty} \exp \left(\phi(x)-\frac{1}{t} \int_{0}^{t} \phi(y) d y\right) \frac{d x}{x^{2}}\right) \exp \left(\frac{1}{t} \int_{0}^{t} \phi(x) d x\right) \leq C \exp \left(\frac{1}{t} \int_{0}^{t} \phi(x) d x\right)
\end{gathered}
$$

and

$$
\begin{gathered}
\int_{0}^{t} \exp (-\phi(x)) d x= \\
=\left(\int_{0}^{t} \exp \left(-\phi(x)+t \int_{t}^{\infty} \phi(y) \frac{d y}{y^{2}}\right) d x\right) \exp \left(-t \int_{t}^{\infty} \phi(y) \frac{d y}{y^{2}}\right) \\
\leq C \exp \left(-t \int_{t}^{\infty} \phi(y) \frac{d y}{y^{2}}\right)
\end{gathered}
$$

Therefore,

$$
\begin{aligned}
\left(\int_{t}^{\infty} \exp (\phi(x)) \frac{d x}{x^{2}}\right) & \left(\int_{0}^{t} \exp (-\phi(x)) d x\right) \leq C \exp \left(\frac{1}{t} \int_{0}^{t}\left(\phi(y)-t \int_{t}^{\infty} \phi(x) \frac{d x}{x^{2}}\right) d y\right) \\
\leq & \frac{C}{t} \int_{0}^{t} \exp \left(\phi(y)-t \int_{t}^{\infty} \phi(x) \frac{d x}{x^{2}}\right) d y \leq C
\end{aligned}
$$

which is the condition $M_{2}$.
The condition $M^{2}$ can be obtained using a similar argument.

In the sequel we shall use a probabilistic notation. $E_{t}$ will represent the expectation in the probability space $((0, t), d x / t)$ and $E^{t}$ the corresponding expectation in the probability space $\left((t, \infty), t d x / x^{2}\right)$.

If we are careful with the constants appearing in the proof of the preceding proposition, what we have achieved is that: if for a measurable function $\phi$ on $(0,+\infty)$, we have $e^{\phi} \in \mathcal{C}_{2}$ then, for all $t>0$, it holds

$$
\begin{aligned}
& E_{t} \exp \left|\phi-E^{t} \phi\right| \leq C_{1} \\
& E^{t} \exp \left|\phi-E_{t} \phi\right| \leq C_{2}
\end{aligned}
$$

with $\max \left\{C_{1}, C_{2}\right\} \leq\|w\|_{M_{2}}^{2}+\|w\|_{M^{2}}^{2}$. Conversely, if a function $\phi$ satisfies, for some constants $C_{1}, C_{2} \geq 1$, and all $t>0$

$$
\begin{aligned}
& E_{t} \exp \left|\phi-E^{t} \phi\right| \leq C_{1} \\
& E^{t} \exp \left|\phi-E_{t} \phi\right| \leq C_{2}
\end{aligned}
$$

then $w=e^{\phi} \in \mathcal{C}_{2}$ with

$$
\begin{aligned}
& \|w\|_{M_{2}} \leq C_{1} C_{2}^{1 / 2} \leq C_{1} C_{2} \\
& \|w\|_{M^{2}} \leq C_{1}^{1 / 2} C_{2} \leq C_{1} C_{2}
\end{aligned}
$$

The previous discussion motivates the following formal definition of $\mathrm{BCO}_{1}$.
Definition 11.3. We say that a measurable function $\phi$ belong to the class $B C O_{1}$ if there exist constants $\lambda>0$ and $C>0$ such that

$$
E_{t} \exp \left(\lambda\left|\phi-E^{t} \phi\right|\right)+E^{t} \exp \left(\lambda\left|\phi-E_{t} \phi\right|\right) \leq C
$$

for all $t>0$.
Lemma 11.2 ensures that if $w=e^{\phi} \in \mathcal{C}_{2}$ then $\log w=\phi \in \mathrm{BCO}_{1}$ and reciprocally if $\phi \in \mathrm{BCO}_{1}$, then there exists $\lambda>0$ such that $e^{\lambda \phi} \in \mathcal{C}_{2}$. It is also obvious that if $\phi \in \mathrm{BCO}_{1}$, then there exists $\lambda>0$ such that $e^{\mu \phi}$ is in $\mathcal{C}_{2}$, for all $|\mu| \leq \lambda$. Therefore,

$$
\mathrm{BCO}_{1}=\left\{\lambda \log w: \lambda \in \mathbb{R}, w \in \mathcal{C}_{2}\right\}
$$

Actually, the same is true for $1<p<\infty$.
Proposition 11.4. Given $p, 1<p<\infty$, we have

$$
B C O_{1}=\left\{\lambda \log w: \lambda \in \mathbb{R}, w \in \mathcal{C}_{p}\right\}
$$

Proof. If $p \leq 2, w \in \mathcal{C}_{p} \subset \mathcal{C}_{2}$ implies that $\log w \in \mathrm{BCO}_{1}$. On the other hand, suppose that $1<p<2$. If $\phi \in \mathrm{BCO}_{1}$, then $w_{0}=e^{\lambda \phi} \in \mathcal{C}_{2}$, for some $\lambda>0$. Then there exists $\alpha>0$ such that $w^{\alpha} \in \mathcal{C}_{p}$. Indeed, from the note that follows Proposition 3.6 above, we have that $w=w_{0}^{p(1-\theta) / p_{0}} w_{1}^{p \theta / p_{1}} \in \mathcal{C}_{p}$ whenever $w_{0} \in \mathcal{C}_{p_{0}}$, $w_{1} \in \mathcal{C}_{p_{1}}, \frac{1}{p}=\frac{1-\theta}{p_{0}}+\frac{\theta}{p_{1}}$. If we take $p_{0}=2$, and select $p_{1}<p$ near to $1, w_{0}=w$, $w_{1}=1$ and $\theta$ such that $\frac{1}{p}=\frac{1-\theta}{p_{0}}+\frac{\theta}{p_{1}}$, then $\alpha=p(1-\theta) / 2$.

The case $p \geq 2$ is a consequence of preceding situation since it is enough to observe that $w^{-\overline{p^{\prime}} / p} \in \mathcal{C}_{p^{\prime}} \subset \mathcal{C}_{2}$.

We cannot expect a perfect similarity between the class $\mathrm{BCO}_{1}$, we have just introduced, and the classical space BMO. In fact, an inequality in the JohnNirenberg' style is not true. For instance, the function $\phi(x)=|\log (x-1)|^{2} \chi_{[1,2]}(x)$ is not in $\mathrm{BCO}_{1}$ but it satisfies the following, given $1 \leq p<\infty$ there is a constant $C_{p}>0$ such that

$$
E_{t}\left|\phi-E^{t} \phi\right|^{p} \leq C_{p}
$$

and

$$
E^{t}\left|\phi-E_{t} \phi\right|^{p} \leq C_{p}
$$

for all $t>0$.
Our next result can be seen as a weak form of the John-Nirenberg lemma. Given a measurable function $\phi$ on $(0,+\infty)$, we denote $\phi^{*}(x)=\phi(1 / x)$. Remark that a simple change of variables shows that $\phi \in \mathrm{BCO}_{1}$ if and only if $\phi^{*} \in \mathrm{BCO}_{1}$ with the same constants and that

$$
E^{t} \exp \left|\phi-E_{t} \phi\right|=E_{1 / t} \exp \left|\phi^{*}-E^{1 / t} \phi^{*}\right|
$$

Lemma 11.5. $\phi \in B C O_{1}$ if and only if there exists a constant $C \geq 1$ such that for every $1 \leq p<\infty$ and for all $t>0$ we have

$$
\begin{align*}
\left(E_{t}\left|\phi-E^{t} \phi\right|^{p}\right)^{1 / p} & \leq C p \\
\left(E_{t}\left|\phi^{*}-E^{t} \phi^{*}\right|^{p}\right)^{1 / p} & \leq C p \tag{11.3}
\end{align*}
$$

Proof. If $\phi \in \mathrm{BCO}_{1}$, then there exist two positive constants $C, \lambda$, such that for all $t>0$

$$
\begin{aligned}
E_{t} \exp \left(\lambda\left|\phi-E^{t} \phi\right|\right) & \leq C \\
E_{t} \exp \left(\lambda\left|\phi^{*}-E^{t} \phi^{*}\right|\right) & \leq C
\end{aligned}
$$

Then, by expanding the exponential function in Taylor series, we have that, for all $n \in \mathbb{N}$ and for all $t>0$,

$$
\begin{aligned}
E_{t}\left|\phi-E^{t} \phi\right|^{n} & \leq C \frac{n!}{\lambda^{n}} \\
E_{t}\left|\phi^{*}-E^{t} \phi^{*}\right|^{n} & \leq C \frac{n!}{\lambda^{n}}
\end{aligned}
$$

Thus, we have obtained the result for all $n \in \mathbb{N}$ and by interpolation for all $p \geq 1$.
For the converse, if we assume that (11.3) is true, in particular we have

$$
\begin{aligned}
E_{t}\left|\phi-E^{t} \phi\right|^{n} & \leq(C n)^{n} \\
E_{t}\left|\phi^{*}-E^{t} \phi^{*}\right|^{n} & \leq(C n)^{n}
\end{aligned}
$$

for all $n=0,1,2, \ldots$ and for all $t>0$. If we pick $\lambda>0$ such that $\lambda C e<1$ then multiplying by $\lambda^{n} / n$ ! in the last inequalities and summing for $n=0,1,2, .$. , we arrive at

$$
E_{t} \exp \left(\lambda\left|\phi-E^{t} \phi\right|\right) \leq \sum_{n=0}^{\infty} \frac{(C n \lambda)^{n}}{n!} \leq C
$$

which is one half of the condition (11.1). Since the same argument applies to $\phi^{*}$ the result follows.

## Remark.

We should note that, as a consequence of the commutator theorem (cf. Proposition 11.1), we have that for $\phi \in \mathrm{BCO}_{1}$

$$
\begin{equation*}
\left\|\left[S, M_{\phi}\right]\right\|_{p \rightarrow p} \sim\left\|\left[S, M_{\phi^{*}}\right]\right\|_{p \rightarrow p}=O\left(p^{2}\right),(p \rightarrow \infty) \tag{11.4}
\end{equation*}
$$

In particular, if $f$ is any measurable function, then

$$
\left[S, M_{\phi}\right] f(x)=\int_{0}^{\infty} \min \left\{\frac{1}{x}, \frac{1}{y}\right\}(\phi(y)-\phi(x)) f(y) d y
$$

and therefore applying (11.4) to $\phi, \phi^{*}$ and $f(x)=x^{-1} \chi_{[t, \infty]}(x)$, we get that, for all $1<p<\infty$,

$$
\begin{aligned}
E_{t}\left|\phi-E^{t} \phi\right|^{p} & =t^{p-1} \int_{0}^{t}\left|\int_{t}^{\infty}(\phi(x)-\phi(y)) \frac{d y}{y^{2}}\right|^{p} \\
& \leq t^{p-1} \int_{0}^{\infty}\left|\int_{t}^{\infty} \min \left\{x^{-1}, y^{-1}\right\}(\phi(x)-\phi(y)) \frac{d y}{y}\right|^{p} \\
& =t^{p-1}\left\|\left[S, M_{\phi}\right] f\right\|_{p}^{p} \leq t^{p-1}\left(C p^{2}\right)^{p}\|f\|_{p}^{p}=\frac{\left(C p^{2}\right)^{p}}{p-1}
\end{aligned}
$$

The same computations can be also applied to the function $\phi^{*}$, and hence we obtain a weaker version of (11.3). We don't know if (11.4) can be improved to

$$
\begin{equation*}
\left\|\left[S, M_{\phi}\right]\right\|_{p \rightarrow p} \sim\left\|\left[S, M_{\phi^{*}}\right]\right\|_{p \rightarrow p}=O(p) \tag{11.5}
\end{equation*}
$$

If we consider the operator $P$, then Proposition 2.9 and the commutator theorem imply that

$$
\begin{equation*}
\left\|\left[P, M_{\phi}\right]\right\|_{p \rightarrow p} \sim\left\|\left[P, M_{\phi^{*}}\right]\right\|_{p \rightarrow p}=O(p) . \tag{11.6}
\end{equation*}
$$

For locally integrable functions on $(0, \infty)$ we define an adapted "maximal sharp function" (cf. [MS]) by

$$
\phi^{\#}(x)=\phi(x)-\frac{1}{x} \int_{0}^{x} \phi(y) d y=\phi(x)-P \phi(x) .
$$

The role of this operator is illustrated in the following result
Proposition 11.6. For any function $\phi$ in $B C O_{1}$ we can find two positive constants $C, \lambda>0$ such that

$$
E_{t} \exp \left|\lambda \phi^{\#}\right| \leq C
$$

for all $t>0$.

Proof. By (11.6) there exists a constant $C>0$ such that for all $p \geq 1$, and for all $f \in L^{p}$, we have

$$
\left\|\left[P, M_{\phi}\right] f\right\|_{p}^{p} \leq C^{p} p^{p}\|f\|_{p}^{p}
$$

In particular, if we take $f=\chi_{[0, t]}$, then for any $t>0$, we obtain

$$
\int_{0}^{\infty}\left|\frac{1}{x} \int_{0}^{x}(\phi(y)-\phi(x)) \chi_{[0, t]}(y) d y\right|^{p} d x \leq C^{p} p^{p} t
$$

Hence

$$
E_{t}|\phi-P \phi|^{p} \leq C^{p} p^{p}
$$

At this point we can follow the argument of the second half of the proof of lemma 11.5 to achieve the required inequality for some $\lambda>0$ and for all $t>0$.

## Note.

Since $\phi \in \mathrm{BCO}_{1}$ if and only if $\phi^{*} \in \mathrm{BCO}_{1}$, we get

$$
E^{t}(\lambda|\phi-\bar{P} \phi|) \leq C
$$

for all $t>0$, where

$$
\bar{P} \phi(x)=x \int_{x}^{\infty} \frac{\phi(y)}{y^{2}} d y
$$

It is well known that weights in $\mathcal{A}_{\infty}$ can be characterized as having equivalent arithmetical and geometrical means over all cubes. In our situation we have a weaker result: the means we consider are computed over our probability spaces $(0, t), d x / t)$ and $\left.(t, \infty), t d x / x^{2}\right)$, for all $t>0$. To facilitate the discussion let us introduce a new class of weights

Definition 11.7. A weight $w$ belongs to the class $\mathcal{C}_{\infty}^{*}$ if there exists a positive constant $C>0$ such that, for all $t>0$,

$$
\begin{aligned}
& \exp E_{t} \log w \leq E_{t} w \leq C \exp E_{t} \log w \\
& \exp E^{t} \log w \leq E^{t} w \leq C \exp E^{t} \log w
\end{aligned}
$$

Observe that the leftmost inequalities are always true by Jensen's inequality. Notice also that if $w=e^{\phi}$, then $w \in C_{\infty}^{*}$ if and only if

$$
\begin{gathered}
E_{t} \exp \left|\phi-E_{t} \phi\right| \leq C \\
E^{t} \exp \left|\phi-E^{t} \phi\right| \leq C
\end{gathered}
$$

for some constant $C>0$ and for all $t>0$.
Proposition 11.8. Let $w$ be a $\mathcal{C}_{p}$ weight.
i) If $1 \leq p \leq 2$ then $w^{\lambda} \in \mathcal{C}_{\infty}^{*}$, for all $|\lambda| \leq 1 / 2$
ii) If $2 \leq p<\infty$ then $w^{\lambda} \in \mathcal{C}_{\infty}^{*}$, for all $|\lambda| \leq p^{\prime} / 2 p$.

Proof. We only prove the required inequalities for $E_{t}$, the corresponding ones for $E^{t}$ can be obtained in a similar fashion. Suppose that $w=e^{\phi} \in \mathcal{C}_{2}$, then, by Lemma 11.2, we have

$$
E_{t} \exp \left|\phi-E^{t} \phi\right| \leq C
$$

for all $t>0$. Therefore,

$$
\begin{aligned}
E_{t} \exp \left(\lambda^{n}\left|\phi-E_{t} \phi\right|\right) & =\sum_{n=0}^{\infty} \frac{\lambda^{n}}{n!} E_{t}\left|\phi-E^{t} \phi\right|^{n} \\
& =\sum_{n=0}^{\infty} \frac{\lambda^{n}}{n!}\left(\sup _{\|g\|_{n^{\prime}} \leq 1}\left|E_{t}\left(\phi-E_{t} \phi\right) g\right|\right)^{n} \\
& =\sum_{n=0}^{\infty} \frac{\lambda^{n}}{n!}\left(\sup _{\|g\|_{n^{\prime}} \leq 1}\left|E_{t} \phi\left(g-E_{t} g\right)\right|\right)^{n} \\
& =\sum_{n=0}^{\infty} \frac{\lambda^{n}}{n!}\left(\sup _{\|g\|_{n^{\prime}} \leq 1}\left|E_{t}\left(\phi-E^{t} \phi\right)\left(g-E_{t} g\right)\right|\right)^{n} \\
& \leq \sum_{n=0}^{\infty} \frac{\lambda^{n}}{n!}\left(\sup _{\|g\|_{n^{\prime}} \leq 1}\left(E_{t}\left|\phi-E^{t} \phi\right|^{n}\right)^{1 / n}\left(E_{t}\left|g-E_{t} g\right|^{n}\right)^{1 / n}\right)^{n} \\
& \leq \sum_{n=0}^{\infty} \frac{(2 \lambda)^{n}}{n!} E_{t}\left|\phi-E^{t} \phi\right|^{n} \\
& =E_{t} \exp \left(2 \lambda\left|\phi-E^{t} \phi\right|\right)
\end{aligned}
$$

If $1 \leq p \leq 2$, since $w \in \mathcal{C}_{2}$, we take $|\lambda| \leq 1 / 2$ and if $2 \leq p<\infty$, since $w^{-p^{\prime} / p} \in \mathcal{C}_{2}$, we take $|\lambda| \leq p^{\prime} / 2 p$. Under these conditions we see that

$$
E_{t} \exp \left|\lambda\left(\phi-E_{t} \phi\right)\right| \leq C
$$

holds for all $t>0$. Hence

$$
E_{t} w^{\lambda}=E_{t} \exp \lambda \phi \leq C \exp \left(E_{t} \log w^{\lambda}\right)
$$

for all $t>0$. The same is true for the other means and the desired result follows.
Associated with the class of weights $\mathcal{C}_{\infty}^{*}$ we define a new class $\mathrm{BCO}_{2}$ as follows.
Definition 11.9. A measurable function $\phi$ on $(0, \infty)$ is in the class $B C O_{2}$ if there exists a constant $\lambda>0$ satisfying

$$
\sup _{t>0} \max \left\{E_{t} \exp \left(\lambda\left|\phi-E_{t} \phi\right|\right), E^{t} \exp \left(\lambda\left|\phi-E^{t} \phi\right|\right)\right\}<\infty .
$$

It is clear that $\phi \in \mathrm{BCO}_{2}$ if and only if $e^{\lambda \phi} \in \mathcal{C}_{\infty}^{*}$ for some $\lambda>0$, and consequently

$$
\mathrm{BCO}_{1} \subseteq \mathrm{BCO}_{2}
$$

We note that for functions in $\mathrm{BCO}_{2}$ an analog of Lemma 11.5 is true. Indeed, a function $\phi \in \mathrm{BCO}_{2}$ if and only if

$$
\begin{aligned}
& E_{t}\left|\phi-E_{t} \phi\right|^{p} \leq C^{p} p^{p} \\
& E^{t}\left|\phi-E^{t} \phi\right|^{p} \leq C^{p} p^{p} .
\end{aligned}
$$

We leave as an open problem to decide if $\mathrm{BCO}_{1}=\mathrm{BCO}_{2}$.

## 12. Atomic decompositions and duality

In this section we consider the predual spaces associated with the spaces of bounded mean oscillation introduced in $\S 11$.

For the convenience of the reader let us now recall some facts concerning Orlicz spaces (for detailed proofs of these results we refer for instance to $[\mathbf{K u}]$ ).

An Orlicz function $\Phi$ is a continuous, non decreasing, non negative, convex function defined on $[0, \infty)$ with $\Phi(0)=0$ and $\lim _{t \rightarrow 0} \Phi(t)=\infty$.

Given an Orlicz function $\Phi$ and a probability space $(\Omega, \mu)$ the corresponding Orlicz space $L^{\Phi}(\Omega)$ is the function space of all measurable functions $f$ defined on $\Omega$ for which there exists a $\lambda>0$ such that

$$
\int_{\Omega} \Phi(\lambda|f|) d \mu<\infty
$$

We consider the Luxemburg norm on Orlicz spaces, defined by

$$
\|f\|_{\Phi}=\inf \left\{\rho>0 ; \int_{\Omega} \Phi\left(\frac{1}{\rho}|f|\right) d \mu \leq 1\right\}
$$

The space $L^{\Phi}(\Omega)$ is a Banach space endowed with this norm.
If $\Phi$ and $\Psi$ are complementary Young functions they satisfy the inequality

$$
u v \leq \Phi(u)+\Psi(v) u, v>0 .
$$

Hölder 's inequality takes the form

$$
\int_{\Omega}|f g| d \mu \leq 2\|f\|_{\Phi}\|g\|_{\Psi}
$$

Moreover, if $\Phi$ satisfies the $\Delta_{2}$ condition at infinity then $L^{\Psi}(\Omega)$ is isomorphic to the dual space of $L^{\Phi}(\Omega)$. More precisely, if $T$ is a bounded linear functional on $L^{\Phi}(\Omega)$ then there exists a uniquely determined $g$ in $L^{\Psi}(\Omega)$ such that $T f=\langle f, g\rangle$ and moreover

$$
\frac{1}{2}\|g\|_{\Psi} \leq\|T\| \leq 2\|g\|_{\Psi}
$$

In our framework we shall only consider the pair of complementary Orlicz functions given by:

$$
\Phi(t)=t \log ^{+} t, \quad 0 \leq t
$$

and

$$
\Psi(t)= \begin{cases}t, & \text { if } 0 \leq t \leq 1 \\ e^{t-1}, & \text { if } 1 \leq t\end{cases}
$$

It follows that $\Phi$ satisfies $\Delta_{2}$ condition at infinity and $\Psi$ doesn't.

Since $\Psi(x) \leq e^{x} \leq 1+e \Psi(x)$ for all $x>0$, and we work on probability spaces, we see that the class $\mathrm{BCO}_{2}$ can be also defined as the class of measurable functions on $(0, \infty)$ for which there exists a constant $\lambda>0$ such that

$$
\begin{equation*}
\sup _{t>0} \max \left\{E_{t} \Psi\left(\lambda\left|\phi-E_{t} \phi\right|\right), E^{t} \Psi\left(\lambda\left|\phi-E^{t} \phi\right|\right)\right\}<\infty . \tag{12.1}
\end{equation*}
$$

In the sequel we denote by $X_{t}=L^{\Phi}((0, t), d x / t), X^{t}=L^{\Phi}\left((t, \infty), t d x / x^{2}\right)$, $Y_{t}=L^{\Psi}((0, t), d x / t)$ and $Y^{t}=L^{\Psi}\left((t, \infty), t d x / x^{2}\right)$.

The convexity of $\Psi$ implies that, for all $0<\lambda \leq 1$ and for all $x>0$, we have $\Psi(\lambda x) \leq \lambda \Psi(x)$. Suppose that $\phi \in \mathrm{BCO}_{2}$, then, for all $t>0$, we have $\phi-E_{t} \in Y_{t}$, $\phi-E^{t} \in Y^{t}$, and moreover, there exists a constant $C$ such that

$$
\left\|\phi-E_{t}\right\|_{Y_{t}} \leq C, \quad\left\|\phi-E^{t}\right\|_{Y^{t}} \leq C
$$

Let

$$
\begin{aligned}
\|\phi\|_{\mathrm{BCO}_{2}} & =\sup _{t>0} \inf \left\{\rho>0 ; \max \left\{E_{t} \Psi\left(\frac{1}{\rho}\left|\phi-E_{t} \phi\right|\right), E^{t} \Psi\left(\frac{1}{\rho}\left|\phi-E^{t} \phi\right|\right)\right\} \leq 1\right\} \\
& =\sup _{t>0} \max \left\{\left\|\phi-E_{t} \phi\right\|_{X_{t}},\left\|\phi-E^{t} \phi\right\|_{X^{t}}\right\} .
\end{aligned}
$$

Convexity considerations show that the supremum exists and therefore, $\|\phi\|$ is well defined. It is also readily seen that $\|\phi\|=0$ if and only if the function $\phi$ is a constant and that $\|\lambda \phi\|=|\lambda|\|\phi\|$ for all scalar $\lambda$ and for all function $\phi \in \mathrm{BCO}_{2}$.

Let us sketch the proof of triangle inequality. Let $\phi_{1}, \phi_{2}$ two functions in $\mathrm{BCO}_{2}$. For any $t>0$,

$$
\max \left\{E_{t} \Psi\left(\frac{1}{\left\|\phi_{i}\right\|}\left|\phi-E_{t} \phi\right|\right), E^{t} \Psi\left(\frac{1}{\left\|\phi_{i}\right\|}\left|\phi-E^{t} \phi\right|\right)\right\} \leq 1
$$

for $i=1,2$. By the convexity of $\Psi$, we get

$$
\Psi\left(\frac{x_{1}+x_{2}}{a_{1}+a_{2}}\right) \leq \frac{a_{1}}{a_{1}+a_{2}} \Psi\left(\frac{x_{1}}{a_{1}}\right)+\frac{a_{2}}{a_{1}+a_{2}} \Psi\left(\frac{x_{2}}{a_{2}}\right)
$$

and therefore we obtain

$$
\left\|\phi_{1}+\phi_{2}\right\| \leq\left\|\phi_{1}\right\|+\left\|\phi_{2}\right\| .
$$

In this fashion the space $\mathrm{BCO}_{2}$, modulo constants, which by abuse of notation we again denote by $\mathrm{BCO}_{2}$, becomes a Banach space. This fact will be a by-product of our characterization of $\mathrm{BCO}_{2}$ as the dual space of a corresponding atomic "like $H^{1 "}$ space.

Definition 12.1. A measurable function on $(0, \infty)$, a, is a $C$-atom if there exists a positive $t>0$ such that the following conditions hold
i) $a$ is supported in the interval $(0, t)$ (in which case we shall say it is a $C_{t}$-atom) or in the interval $(t, \infty)$ (in which we shall say it is a $C^{t}$-atom),
ii) $\int_{0}^{\infty} a(x) d x=0$,
iii) $E_{t} \Phi(t|a|) \leq 1$, if a is a $C_{t}$-atom and $E^{t} \Phi\left(x^{2} t^{-1}|a|\right) \leq 1$, if a is a $C^{t}$-atom.

Condition iii) means that if $a$ is $C_{t}$-atom then it belongs to the Orlicz space $X_{t}$ and $\|a\|_{X_{t}} \leq 1 / t$. Likewise if $a$ is $C^{t}$-atom then it belongs to $t x^{-2} X^{t}$ and $\|a\|=\left\|x^{2} t^{-1} a\right\|_{X^{t}} \leq 1$.

In the next lemma we collect some properties of $C$-atoms.

Lemma 12.2. Let a be a $C$-atom, then
i) $\|a\|_{L^{1}((0, \infty), d x)} \leq 1+e$.
ii) If $a$ is a $C_{t}$-atom and is supported in the interval $(0, s)$ for some $s<t$ then $a$ is $a C_{s}$-atom.
iii) If $a$ is $a C^{t}$-atom and is supported in the interval $(s, \infty)$ for some $s>t$ then $a$ is also a $C^{s}$-atom.
iv) Let $f$ be a measurable function supported in the interval $(s, t)$, for some $0<$ $s<t$, such that $\int_{0}^{\infty} f(x) d x=0$ and $\int_{0}^{\infty} \Phi(|f(x)|) d x<\infty$, then there is a constant $\lambda>0$ such that $\lambda f$ is simultaneously a $C_{t}$-atom and a $C^{s}$-atom.
v) The function $a(x)$ is a $C_{t}$-atom if and only if $\bar{a}(x)=a(1 / x) x^{-2}$ is a $C^{1 / t}$-atom.

Proof. i) We use the fact that $x \leq \Phi(x)$, for $x \geq e$. Suppose that $a$ is a $C_{t}$-atom, then

$$
\begin{aligned}
\int_{0}^{\infty}|a(x)| d x & =\left(E_{t}|t a| \chi_{\{t|a|>e\}}\right)+\left(E_{t}|t a| \chi_{\{t|a| \leq e\}}\right) \\
& \leq E_{t} \Phi(t|a|)+e \leq 1+e
\end{aligned}
$$

Suppose that $a$ is a $C^{t}$-atom, then

$$
\begin{aligned}
\int_{0}^{\infty}|a(x)| d x & =E^{t}\left(\frac{x^{2}|a|}{t} \chi_{\left\{x^{2}|a|>t e\right\}}\right)+E^{t}\left(\frac{x^{2}|a|}{t} \chi_{\left\{x^{2}|a| \leq t e\right\}}\right) \\
& \leq E^{t} \Phi\left(\frac{x^{2}|a|}{t}\right)+e \leq 1+e
\end{aligned}
$$

The proof of ii) and iii) follows from the fact that, for convex functions, $\Phi(\lambda x) \leq$ $\lambda \Phi(x)$ for all $0<\lambda \leq 1$ and for all $x>0$.

The assertion iv) is a consequence of the monotonicity of the function $\Phi$ and the monotone convergence theorem.
v) follows by a change of variables.

Let us now introduce the space $C H^{1}$.
Definition 12.3. The class $C H^{1}$ consists of the functions $f$ in $L^{1}((0, \infty), d x)$ which have an admissible representation $f=\sum_{n=1}^{\infty} \lambda_{n} a_{n}$, convergence in $L^{1}$, where the $a_{n}$ 's are $C$-atoms and $\sum_{n=1}^{\infty}\left|\lambda_{n}\right|<\infty$. Let

$$
\|f\|_{C H^{1}}=\inf \sum_{n=1}^{\infty}\left|\lambda_{n}\right|
$$

where the infimum runs over all admissible representations of $f$.
Proposition 12.4. CH $^{1}$ is a Banach space
Proof. Let $\mathcal{I}$ the class of all $C$-atoms. We consider the Banach space $\ell^{1}(\mathcal{I})$ of all summable families $\left(\lambda_{a}\right)_{a \in \mathcal{I}}$ with the natural $\ell^{1}$-norm. The map from $\ell^{1}(\mathcal{I})$ into $L^{1}((0, \infty), d x)$ defined by

$$
\left(\lambda_{a}\right)_{a \in \mathcal{I}} \longrightarrow \sum_{a \in \mathcal{I}} \lambda_{a} a
$$

is a bounded linear operator. The kernel $N$ of this operator is a closed subspace of $\ell^{1}(\mathcal{I})$ and it is very easy to see that $C H^{1}$ is isometrically isomorphic to the quotient space $\ell^{1}(\mathcal{I}) / N$.

Lemma 12.5. The following assertions are true:
i) If $f \in C H^{1}$ then

$$
\|f\|_{L^{1}((0, \infty), d x)} \leq(1+e)\|f\|_{C H^{1}}
$$

ii) If $a$ is a $C$-atom then $\|a\|_{C H^{1}} \leq 1$.
iii) The linear span of the $C$-atoms is dense in $\mathrm{CH}^{1}$.
iv) A linear map defined on $\mathrm{CH}^{1}$ and taking values in another normed space is continuous if and only if is uniformly bounded on the $C$-atoms.

The proof is trivial.
We can now state and prove the following duality result
Theorem 12.6. The space $B C O_{2}$ is isomorphic to the dual space of $C H^{1}$.
Proof. First we prove that if $\phi$ is a function in $\mathrm{BCO}_{2}$ then there exists a linear form $T_{\phi}$ on $C H^{1}$ such that $\left\|T_{\phi}\right\| \leq 2\|\phi\|_{\mathrm{BCO}_{2}}$.

Let $a$ be $C$-atom. It is easy to see that $\int_{0}^{\infty}|a \phi|<\infty$, therefore the operator defined on $C$-atoms by

$$
T_{\phi}(a)=\int_{0}^{\infty} a \phi
$$

is well defined. If $a$ is a $C_{t}$-atom, then by Hölder's inequality

$$
\begin{aligned}
\left|T_{\phi}(a)\right| & =\left|E_{t}\left(t a\left(\phi-E_{t} \phi\right)\right)\right| \\
& \leq 2\|t a\|_{X_{t}}\left\|\phi-E_{t} \phi\right\|_{Y_{t}} \leq 2\|\phi\|_{\mathrm{BCO}_{2}}
\end{aligned}
$$

Similarly if $a$ is a $C^{t}$-atom then

$$
\begin{aligned}
\left|T_{\phi}(a)\right| & =\left|E^{t}\left(\frac{x^{2} a}{t}\left(\phi-E^{t} \phi\right)\right)\right| \\
& \leq 2\left\|x^{2} t^{-1} a\right\|_{X^{t}}\left\|\phi-E^{t} \phi\right\|_{Y^{t}} \leq 2\|\phi\|_{\mathrm{BCO}_{2}}
\end{aligned}
$$

Since the linear span generated by $C$-atoms is dense in $C H^{1}$ and $T_{\phi}$ is well defined there we find that $T_{\phi}$ is a bounded linear form on $C H^{1}$ defined by

$$
T_{\phi}(f)=T_{\phi}\left(\sum_{n=1}^{\infty} \lambda_{n} a_{n}\right)=\sum_{n=1}^{\infty} \lambda_{n} \int_{0}^{\infty} a_{n} \phi
$$

for any $f \in C H^{1}$. Moreover,

$$
\left\|T_{\phi}\right\| \leq 2\|\phi\|_{\mathrm{BCO}_{2}} .
$$

This concludes the first part of the proof.
Let $T$ be an element in $\left(C H^{1}\right)^{*}$. Then, for any function $f \in C H^{1},|T(f)| \leq$ $\|T\|\|f\|_{C H^{1}}$.

Let $t>0$ fixed. Consider the subspace $X_{t}(0) \subseteq X_{t}$ of functions $f$ in $X_{t}$ with $\int_{0}^{t} f=0$. It is clear that $X_{t}(0)$ is also a subspace of $C H^{1}$, since $\lambda^{-1} f$ is a $C_{t^{-}}$ atom whenever $\lambda>t\|f\|_{X_{t}}$. So, $\|f\|_{C H^{1}} \leq t\|f\|_{X_{t}}$. Therefore, if we consider the restriction of $T$ to the subspace $X_{t}(0)$ we have

$$
|T(f)| \leq t\|T\|\|f\|_{X_{t}}
$$

Now, the Hahn-Banach theorem allows us to extend this functional to the whole space $X_{t}$ without increasing its norm. Then, by duality, we see that this functional is given by a unique function $\phi \in Y_{t}$, with norm dominated by twice the norm of the functional. In this case, by considering the function $\phi / t$ and denoting it again by $\phi$, we conclude that:
Claim 1. For any $t>0$, there exists a function $\phi$ supported on the interval $(0, t)$ such that $\|\phi\|_{Y_{t}} \leq 2 t\|T\|$ and if $a$ is a $C_{t}$-atom, then $T(a)=\int_{0}^{t} a \phi$.

The function $\phi$ is unique modulo constants. Indeed, suppose we have two functions $\phi_{1}, \phi_{2}$ satisfying the claim, and let $\phi=\phi_{1}-\phi_{2}$. Let $f$ be any element in $X_{t}$, then, since the function $f-E_{t} f \in X_{t}(0)$ is a multiple of a $C_{t}$-atom, we have

$$
\begin{aligned}
0=\int_{0}^{t}\left(f-E_{t} f\right) \phi & =\int_{0}^{t}\left(f-E_{t} f\right)\left(\phi-E_{t} \phi\right) \\
& =\int_{0}^{t} f\left(\phi-E_{t} \phi\right)
\end{aligned}
$$

Thus $\phi-E_{t} \phi=0$ and consequently $\phi$ is a constant.
By considering an increasing sequence of $t$ 's going to $\infty$ we can find a function $\phi$ defined in $(0, \infty)$ that satisfies $\left\|\phi \chi_{[0, t]}\right\|_{Y_{t}} \leq 2 t\|T\|$ and if $a$ is a $C_{t}$-atom, then $T(a)=\int_{0}^{t} a \phi$, for all $t>0$.

Next we repeat the process with the intervals $(t, \infty)$. We shall sketch the method of proof because some differences occur.

Let $t>0$ fixed. Consider now the subspace $t x^{-2} X^{t}(0) \subseteq t x^{-2} X^{t}$ consisting of all functions $f$ in $t x^{-2} X^{t}$ such that $\int_{t}^{\infty} f=0$. It is clear that $t x^{-2} X^{t}(0)$ is also a subspace of $C H^{1}$, since $\lambda^{-1} f$ is a $C^{t}$-atom whenever $\lambda>\left\|t^{-1} x^{2} f\right\|_{X^{t}}$. So, $\|f\|_{C H^{1}} \leq\left\|t^{-1} x^{2} f\right\|_{X^{t}}$. If we consider the restriction of $T$ to the subspace $t x^{-2} X^{t}$ we have

$$
|T(f)| \leq\|T\|\|f\|_{t x^{-2} X^{t}} .
$$

Now by the Hahn-Banach extension theorem we extend this functional to the whole space $t x^{-2} X^{t}$ and, by duality, this functional is represented by a unique function $\psi \in t^{-1} x^{2} Y^{t}$, with norm dominated by twice the norm of the functional. Proceding as before we conclude

Claim 2. For any $t>0$, there exists a function $\psi$ supported on the interval $(t, \infty)$ such that $\|\psi\|_{Y^{t}} \leq 2 t\|T\|$ and if $a$ is a $C^{t}$-atom, then $T(a)=\int_{t}^{\infty} a \psi$.

This function is also unique modulo constants. For if $\psi_{1}, \psi_{2}$ are functions satisfying ii) consider $\psi=\psi_{1}-\psi_{2}$. Let $f$ be any element in $t x^{-2} X^{t}$, and select a function $f_{0} \in t x^{-2} X^{t}$ such that $\int_{t}^{\infty} f_{0}=1$. Since the function $f-f_{0} \int_{0}^{\infty} f \in$ $t x^{-2} X^{t}(0)$ is a multiple of a $C^{t}$-atom, we have

$$
\int_{t}^{\infty} f \psi=\left(\int_{t}^{\infty} f_{0} \psi\right)\left(\int_{t}^{\infty} f\right)=\int_{t}^{\infty}\left(\int_{t}^{\infty} f_{0} \psi\right) f
$$

for any $f \in t x^{-2} X^{t}$. Thus $\psi=\int_{t}^{\infty} f_{0} \psi$ which is a constant.
We conclude in the same fashion as before and we obtain a function $\psi$ defined on $(0, \infty)$ satisfying $\left\|\psi \chi_{[t, \infty]}\right\|_{Y^{t}} \leq 2 t\|T\|$ and if $a$ is a $C^{t}$-atom, then $T(a)=\int_{t}^{\infty} a \psi$, for all $t>0$.

We shall now prove that the functions $\phi$ and $\psi$ can only differ by a constant. Indeed, let $X$ be the Orlicz space $X=L^{\Phi}\left(\left(t_{1}, t_{2}\right), d x /\left(t_{2}-t_{1}\right)\right), 0<t_{1}<t_{2}<\infty$. Let $X(0)$ be as before the subspace of $X$ of functions having expectation equal to 0 . As $\lambda f$ is a $C_{t_{2}}$-atom and $C^{t_{1}}$-atom simultaneoulsly, for some $\lambda$, then

$$
\int_{t_{1}}^{t_{2}} f \phi=\int_{t_{1}}^{t_{2}} f \psi
$$

for all functions in $X(0)$. Given any function in $X, f-E f \in X(0)$ and repeating again the same arguments we arrive at $\phi-\psi=C$, and this is true for all pairs $0<t_{1}<t_{2}<\infty$. Thus, the function $\phi-\psi$ is constant on ( $0, \infty$ ). Consequently, for all $C$-atoms $a, T(a)=\int_{0}^{\infty} a \phi$.

We conclude the proof showing that $\phi \in \mathrm{BCO}_{2}$.
Fix $t>0$ and let $f$ be a fixed function in $X_{t}$ with $\|f\|_{X_{t}} \leq 1$. Then, since the function $f-E_{t} f$ is a multiple of a $C_{t}$-atom, we have

$$
\begin{aligned}
& \left|E_{t}\left(\left(\phi-E_{t} \phi\right) f\right)\right|=\left|E_{t}\left(\phi\left(f-E_{t} f\right)\right)\right| \\
& \left|E_{t}\left(\phi\left(f-E_{t} f\right)\right)\right|=\left|t^{-1} T\left(f-E_{t} f\right)\right| \\
& \leq t^{-1}\|T\|\left\|f-E_{t}\right\|_{C H^{1}} \leq\|T\|\left\|f-E_{t}\right\|_{X_{t}} \leq 2\|T\| .
\end{aligned}
$$

Therefore, $\left\|\phi-E_{t} \phi\right\|_{Y_{t}} \leq 4\|T\|$ and

$$
E_{t} \Psi\left(\frac{1}{4\|T\|}\left|\phi-E_{t} \phi\right|\right) \leq 1
$$

In a similar way, if $f \in X^{t}$, the function $\frac{t}{x^{2}}\left(f-E^{t} f\right)$ is a multiple of a $C^{t}$-atom and

$$
\left\|\left(f-E^{t} f\right) \frac{t}{x^{2}}\right\|_{C H_{1}} \leq\left\|f-E^{t} f\right\|_{X^{t}}
$$

Thus

$$
\begin{aligned}
\left|E^{t}\left(\left(\phi-E^{t} \phi\right) f\right)\right| & =\left|E^{t}\left(\phi\left(f-E^{t} f\right)\right)\right| \\
& =\left\lvert\, T\left(\left(f-E^{t} f\right) \frac{t}{x^{2}} \left\lvert\, \leq\|T\|\left\|\left(f-E^{t} f\right) \frac{t}{x^{2}}\right\|_{C H_{1}}\right.\right.\right. \\
& \leq\|T\|\left\|f-E^{t} f\right\|_{X^{t}} \leq 2\|T\|
\end{aligned}
$$

and we arrive at

$$
E^{t} \Psi\left(\frac{1}{4\|T\|}\left|\phi-E^{t} \phi\right|\right) \leq 1
$$

for all $t>0$. Hence $\|\phi\|_{\mathrm{BCO}_{2}} \leq 2\|T\|$ and the result follows.
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