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Abstract. We recall two approaches to recent improvements of the classical

Sobolev inequality. The first one follows the point of view of Real Analysis,

[21], [3], while the second one relies on tools from Convex Geometry, [32], [16].
In this paper we prove a (sharp) connection between them.

1. Introduction and notation

The classical Sobolev inequality states that for 1 ≤ p < n and 1
q = 1

p −
1
n , there

exists a constant Cp,n > 0 such that for every f : Rn → R in the Sobolev space
W 1,p(Rn),

(1) ‖∇f‖p ≥ Cp,n‖f‖q

where ‖ · ‖q denotes the Lq−norm of the Euclidean norm of functions and ∇f is
the gradient of f .

The best constant in the case p = 1 (q = n/(n− 1)) was obtained by H. Federer,
W. Fleming, [8] and independently by V. Maz’ja, [18] [19]. They proved C1,n =

n ω
1
n
n , where ωn denotes the Lebesgue measure of the Euclidean unit ball in Rn, and

showed that this fact is equivalent to the isoperimetric inequality (see for instance
[5] for a survey). For the other values of 1 < p < n, Aubin and Talenti got the best
constants, [1], [28]. See also the recent approaches in [2] and [7].

We point out that one key step in classical proofs of (1) is the use of Polya-Szegö
rearrangement inequality, see [26],

(2) ‖∇f‖p ≥ ‖∇f◦‖p, p ≥ 1

where f◦(x) := f∗(ωn|x|n), is a radial extension to Rn of the decreasing rearrange-
ment of f , f∗(t) = inf{λ > 0 ; |{|f | > λ}|n ≤ t}, t ≥ 0, | · | is the Euclidean distance
in Rn and | · |n is the Lebesgue measure on the (suitable) n-dimensional space. f◦

has the same distribution function as f and f∗. It is called the symmetric Schwarz
rearrangement of f .

For p = n, the inequality with q =∞ is not true. In the sixties Trudinger [31] and
Moser [23] proposed an Orlicz space,MT (Ω), of functions defined on open domains

Ω ⊂ Rn with |Ω|n <∞ and showed the continuous inclusion W 1,n
0 (Ω) ↪→MT (Ω),

where W 1,n
0 (Ω) is the closure of the space of C1 functions of compact support,
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C1
00(Ω), in the Sobolev space W 1,n(Ω). More precisely, they proved that there

exists Cn > 0 such that for all f ∈W 1,n
0 (Ω)

‖∇f‖n ≥ Cn‖f‖MT
and the constant (depending on |Ω|n) is sharp.

In the late seventies, Hansson [12] and Brezis-Wainger [4] improved the target
space in the inclusion above. They introduced a rearrangement invariant func-
tion space, Hn(Ω), such that W 1,n

0 (Ω) ↪→ Hn(Ω) ↪→ MT (Ω). Moreover, Hn(Ω)
was proved to be the optimal target space in the class of rearrangement invariant
spaces. Equivalently, they obtained an inequality of the form ‖∇f‖n ≥ cn‖f‖Hn

≥
c′n‖f‖MT for some constants cn, c

′
n > 0 (depending on |Ω|n).

Tartar [30], Maly-Pick [20] and Bastero-Milman-Ruiz [3], see also [13], refined
those estimates using classes of functions as follows: For 1 ≤ p <∞ denote

A∞,p(Rn) = {f ; ‖f‖∞,p =

(∫ ∞
0

(f∗∗(t)− f∗(t))p dt

tp/n

)1/p

<∞}

where f∗∗ is the Hardy transform of f∗ defined by f∗∗(t) =
1

t

∫ t

0

f∗(s) ds.W 1,p(Rn)

Then for all f ∈W 1,n
0 (Ω)

(3) ‖∇f‖n ≥ (n− 1)ω
1
n
n ‖f‖∞,n ≥ c′′n‖f‖Hn

for some c′′n > 0 (depending on |Ω|n). Observe that the constant in the first in-
equality depends neither on the measure of Ω nor on the support of f .

Once one considered classes of functions instead of vector spaces, Sobolev type
inequalites could be extended further. At this point we recall the well known fact
that W 1,p

0 (Rn) = W 1,p(Rn), [19]. In [21] the authors proved

(4) ‖∇f‖p ≥ cn,p‖f‖∞,p ≥ c′n,p‖f‖q, ∀ f ∈W 1,p(Rn), 1 ≤ p < n

and some constants cn,p, c
′
n,p > 0.

We now move on to a different philosophy. We start by recalling the so called
Petty projection inequality, stated in [25] for convex bodies and extended by Zhang
[32] to compact subsets K ⊂ Rn

(5)
nωn

ωn−1

(∫
Sn−1

du

|Pu⊥(K)|nn−1

)− 1
n

≥ nω1/n
n |K|

n−1
n

n

where Pu⊥ is the the orthogonal projection onto the hyperplane u⊥ and du is the
normalized Haar probability on the unit sphere Sn−1. Petty projection inequality
directly implies the isoperimetric inequality.

In 1999 Zhang [32] (see also [11] and the references therein) introduced a new
class of functions

Ep(Rn) =

{
f ∈W 1,p(Rn); Ep(f) :=

1

Ip

(∫
Sn−1

‖Duf‖−np du

)− 1
n

<∞

}
, p ≥ 1

where Duf(x) := 〈∇f(x), u〉 and Ipp :=

∫
Sn−1

|u1|pdu is a normalization constant

so that Ep(f◦) = ‖∇f◦‖p. The expression Ep(f) is an energy integral having ap-
plications in information theory. It is invariant under transformations of Rn of the
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form x→ x0 +Ax, x0 ∈ Rn, A ∈ SL(n), [17]. Moreover, by Jensen’s inequality and
Fubini’s theorem the following relation holds

Ep(f) =
1

Ip

(∫
Sn−1

‖Duf‖−np du

)−1/n

≤ 1

Ip

(∫
Sn−1

‖Duf‖ppdu
)1/p

= ‖∇f‖p.

The following remarkable inequality

(6) Ep(f) ≥ Ep(f◦) , 1 ≤ p <∞
was proved in a series of papers: Zhang [32] initiated the approach by showing
that his extension of the Petty projection inequality (5) is actually equivalent to
(6) for p = 1. The general case was proved via the Lp-Brunn-Minkowski theory in
[16], [17], [6]. The invariance of Ep(f) implies, by homogeneity, that (6) is affine-
invariante i.e. invariant under transformations of Rn of the form x→ x0 +Ax, x0 ∈
Rn, A ∈ GL(n).

The inequality (6) is stronger than Polya-Szegö rearrangement inequality (2) and
thus it yields to a new proof of Sobolev’s inequality

(7) ‖∇f‖p ≥ Ep(f) ≥ Ep(f◦) ≥ Cn,p‖f‖q, 1 ≤ p < n.

See [32], [17] for such a proof of (1) with sharp constants. We remark the fact that
Ep(f) ≥ Cn,p‖f‖q is affine-invariant while Sobolev’s inequality ‖∇f‖p ≥ Cn,p‖f‖q
is invariant only under rigid motions.

In [9] [10], [11], the authors investigated the space E+
p (Rn) defined analogously

as before by

E+
p (f) :=

21/p

Ip

(∫
Sn−1

‖D+
u f‖−np du

)− 1
n

where D+
u f(x) := max{〈∇f(x), u〉, 0} and proved

(8) Ep(f) ≥ E+
p (f) ≥ E+

p (f◦) = Ep(f◦), p ≥ 1

which refined (7) for 1 ≤ p < n.
In the case p ≥ n, affine-invariant inequalities of Sobolev type were studied in

[6], [10] and [11] with the hypothesis of f having support of finite measure. In the
limiting case p = n they proved the sharp inequality

(9) ‖∇f‖n ≥ En(f) ≥ E+
n (f) ≥ Cn‖f‖MT

while for p > n,

(10) Ep(f) ≥ E+
p (f) ≥

(
p′

|q|

) 1
p′

nω1/n
n ‖f‖∞|supp f |1/qn where

1

p
+

1

p′
= 1

where the constant depending on the size of the support of f is sharp (take f∗(t) =

(1− t−p′/q)χ[0,1](t)).
In conclusion, the first approach so described looked for improvements of the

right hand side of (1), while the second approach concerned the left hand side of
(1). In this note we link these two approaches and show that for all 1 ≤ p <∞ and
1

q
:=

1

p
− 1

n

E+
p (f) ≥

(
1− 1

q

)
n ω1/n

n ‖f‖∞,p ∀f ∈W 1,p(Rn)

(see Theorem 2.1) where the constant is sharp. As a consequence, for 1 ≤ p < n
it gives the right constant in the first inequality in (4) and enables to connect (7),
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(8) and (4). For p = n, Theorem 2.1 and its Corollary 2.1 connect (3) and (9),
improving the first inequality in (3). In the case p > n it links the first inequality
in (4) and (7), (thanks to (8) and to the fact that they are also valid for p > n).
Moreover, in Proposition 2.1 we see how it yields to lower estimates for E+

p (f) better
than (10).

In the third section we include a proof of the inequalities (6) and (8) which
directly derives from Zhang’s extension of Petty projection inequality, paying the

penalty of an extra constant
Ip
I1

(which is independent of the dimension n). No use
of the Lp-Brunn-Minkoswki theory and polytope approximation appearing in the
papers [16], [17], [6] and [10] is made.

2. The results

The first result is the correct relation between E+
p (f) and ‖f‖∞,p.

Theorem 2.1. Let 1 ≤ p <∞ and
1

q
=

1

p
− 1

n
, q ∈ (−∞,−n)∪ [

n

n− 1
,∞]. Then

E+
p (f) ≥

(
1− 1

q

)
n ω1/n

n ‖f‖∞,p ∀f ∈W 1,p(Rn).

Moreover the constant is sharp.

Proof. Taking (8) into account it is enough to see that for any f : Rn → R com-
pactly supported C1 function

E+
p (f◦) =

21/p

Ip

(∫
Sn−1

‖D+
u f
◦‖−np du

)−1/n

≥
(

1− 1

q

)
n ω1/n

n ‖f‖∞,p.

Now, f◦ is Lipschitz and f∗ locally Lipschitz and f∗′ integrable (see for instance
[13] and [24]). Therefore since

f∗∗(t)− f∗(t) =
1

t

∫ t

0

(f∗(s)− f∗(t))ds =
1

t

∫ t

0

∫ t

s

−f∗′(u)duds =
1

t

∫ t

0

s|f∗′(s)|ds

we have

‖f◦‖p∞,p = ‖f‖p∞,p =

∫ ∞
0

(f∗∗(t)− f∗(t))p dt

tp/n
=

∫ ∞
0

(
1

t

∫ t

0

s|f∗′(s)|ds
)p

dt

tp/n
.

Apply Hardy’s inequality
∫∞

0

(
1
t

∫ t

0
g(s)ds

)p
dt

tp/n
≤
(

p
p+ p

n−1

)p ∫∞
0
g(s)p ds

sp/n
to

g(s) = s|f∗′(s)| (see [19] for a reference on Hardy’s inequalities with weights) to
obtain

‖f◦‖p∞,p ≤

(
1

1− 1
q

)p ∫ ∞
0

s
(n−1)p

n |f∗′(s)|p ds.

On the other hand, by definition of f◦(x),

〈∇f◦(x), u〉+ = nωn|x|n−1|f∗′(ωn|x|n)|
〈
−x
|x|

, u

〉
+

and so by polar integration x = rθ and the change of variables s = ωnr
n

(11) ‖D+
u f
◦‖pp =

∫
Rn

〈∇f◦(x), u〉p+ dx =
1

2
Ipp

(
nω1/n

n

)p ∫ ∞
0

s
(n−1)p

n |f∗′(s)|pds

and the result follows.
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In order to see that the constant is sharp consider truncations of the function
f∗(t) = t−1/q, whenever p < n, f∗(t) = log(1/t), for p = n and f∗(t) = (1 −
t−1/q)χ[0,1], whenever p > n. �

Straightforward computations show that f∗ and therefore ‖f‖∞,p are invariant
under transformations of Rn, x→ x0 +Ax, x0 ∈ Rn, A ∈ SL(n). Consequently, the
inequality in Theorem 2.1 is affine-invariant.

Corollary 2.1. Let 1 ≤ p <∞. For any f ∈W 1,p(Rn)

‖∇f‖p ≥ n ω1/n
n

(
1− 1

q

)
‖f‖∞,p.

In particular, for p = n we have ‖∇f‖n ≥ n ω1/n
n ‖f‖∞,n

Remark. The result refines the inequalities (4), (3) and (9).

Proof. It follows from the previous Theorem and the facts stated in the introduction(
1− 1

q

)
n ω1/n

n ‖f‖∞,p ≤ E+
p (f◦) ≤ Ep(f◦) ≤ Ep(f) ≤ ‖∇f‖p

�

We pass to the case p > n. As we said in the introduction we shall see how
Theorem 2.1 provides better estimates than inequality (10).

Proposition 2.1. Let p > n,
1

q
=

1

p
− 1

n
and f a compactly supported C1 function.

Then,

sup
t>0
{(‖f‖∞ − f∗(t)) t1/q} ≤ αn,p‖f‖∞,p

for some αn,p > 0 (independent of the support of f).

Remark. The proof gives αp,n =
((
p(1− 1

q )
)p′/p

+ |q|
p′

) 1
p′

.

Proof. For any t > 0 we have

‖f‖∞ − f∗(t) = f∗∗(0)− f∗∗(t) + f∗∗(t)− f∗(t) =

∫ t

0

−f∗∗′(u)du+ f∗∗(t)− f∗(t)

=

∫ t

0

f∗∗(u)− f∗(u)

u
du+ f∗∗(t)− f∗(t)

=

∫ t

0

f∗∗(u)− f∗(u)

u
du

(
p′

|q|

) 1
p′
(
|q|
p′

) 1
p′

+
f∗∗(t)− f∗(t)(
p
(
1− 1

q

)) 1
p

(
p
(
1− 1

q

)) 1
p

.

By Hölder’s inequality, the latter expression is bounded from above by

αp,n

((∫ t

0

f∗∗(u)− f∗(u)

u
du

)p(
p′

|q|

) p
p′

+
(f∗∗(t)− f∗(t))p

p
(
1− 1

q

) ) 1
p

.

Now, on one hand, for any s > t > 0 we have after integrating by parts

f∗∗(s)− f∗(s) =
1

s

∫ s

0

u|f∗′(u)|du ≥ 1

s

∫ t

0

u|f∗′(u)|du =
t

s
(f∗∗(t)− f∗(t)).
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Hence ∫ ∞
t

(f∗∗(s)− f∗(s))ps−p/nds ≥ tp(f∗∗(t)− f∗(t))p
∫ ∞
t

ds

sp+ p
n

and consequently

(f∗∗(t)− f∗(t))p

p
(
1− 1

q

) ≤ t−
p
q

∫ ∞
t

(f∗∗(s)− f∗(s))ps−p/nds.

On the other hand, by Hölder’s inequality and since p > n,

∫ t

0

f∗∗(s)− f∗(s)
s

≤
(∫ t

0

s( 1
n−1)p′ds

)1/p′ (∫ t

0

(f∗∗(s)− f∗(s))ps−p/nds
)1/p

which implies(∫ t

0

f∗∗(s)− f∗(s)
s

)p(
p′

|q|

) p
p′

t
p
q ≤

∫ t

0

(f∗∗(s)− f∗(s))ps−p/nds.

Thus, for any t > 0 we have

t
1
q (‖f‖∞ − f∗(t)) ≤ αp,n‖f‖∞,p

which finishes the proof. �

Remark. f∗(|supp f |n) = 0 implies ‖f‖∞|supp f |1/qn ≤ sup
t>0
{(‖f‖∞ − f∗(t)) t1/q}

and so Proposition 2.1 shows that Theorem 2.1 is, up to constant, better than (10).

The example f∗(t) = (1− t−1/q)χ[0,1](t) verifies sup
t>0
{(‖f‖∞−f∗(t)) t1/q} = 1 while

‖f‖∞,p =∞.

3. A simplified approach to affine Sobolev inequalities

In this part we will show a direct way to deduce the key inequalities (6) and (8)
from Zhang’s inequality, paying a penalty on the constant. We use similar ideas to
those appearing in [24] which prove Polya-Szegö rearrangement inequality from the
isoperimetric inequality.

Proposition 3.1. Let 1 ≤ p <∞. For all f ∈W 1,p(Rn)

Ep(f◦) ≤ Ip
I1
Ep (f) and E+

p (f◦) ≤ Ip
I1
E+
p (f).

Remark. It is well known that C1
√
p ≤ Ip

I1
≤ C2

√
p with C1, C2 absolute constants.

Proof. Suppose f is a C1 function of compact support. Let Φ(t) represent either
|t| or max{t, 0}. By Sard’s theorem, for almost all t > 0 the level set {|f | ≥ t} is
compact with C1 boundary {|f | = t} and ∇f(x) 6= 0,∀x ∈ {|f | = t}. By Federer’s
co-area formula∫

Rn

Φ(〈∇f(x), u〉)pdx =

∫ ∞
0

(∫
{|f |=t}

Φ(〈∇f(x), u〉)pdµ(x)

)
dt
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where, for almost every t > 0, dµ(x) =
dHn−1(x)

|∇f(x)|
being dHn−1(x) the correspond-

ing Hausdorff measure on {|f | = t}. Next we use Jensen inequality∫
Rn

Φ(〈∇f(x), u〉)pdx ≥
∫ ∞

0

(∫
{|f |=t}

Φ(〈∇f(x), u〉) dµ(x)∫
{|f |=t} dµ(x)

)p(∫
{|f |=t}

dµ(x)

)
dt

=

∫ ∞
0

(∫
{|f |=t}

Φ(〈∇f(x), u〉)dµ(x)

)p(∫
{|f |=t}

dµ(x)

)1−p

dt.

Denote M(t) =

∫
{|f |≥t}

dx. For almost every t > 0, another use of the co-area

formula yields to∫
{|f |=t}

dµ(x) =

(
−
∫ ∞
t

(∫
{|f |=s}

dHn−1(x)

|∇f(x)|

)
ds

)′
= −M ′(t) = |M ′(t)|

and so(∫
Sn−1

(∫
Rn

Φ(〈∇f(x), u〉)pdx
)−n/p

du

)−p/n

≥

∫
Sn−1

(∫ ∞
0

(∫
{|f |=t}

Φ(〈∇f(x), u〉)dµ(x)

)p

|M ′(t)|1−pdt

)−n/p
du

−p/n.
Use Minkowski’s integral inequality to bound the previous formula from below

≥
∫ ∞

0

∫
Sn−1

(∫
{|f |=t}

Φ(〈∇f(x), u〉)dµ(x)

)−n
du

−p/n |M ′(t)|1−pdt
=

∫ ∞
0

∫
Sn−1

(∫
{|f |=t}

Φ(〈ν(x), u〉)dHn−1(x)

)−n
du

−p/n |M ′(t)|1−pdt
where for a.e. t > 0, ν(x) is the outer normal vector to {|f | = t} (w.r.t. {|f | ≥ t})
at the point x.

For every “good” t > 0 from Sard’s theorem, one can easily see, [32], that the
linear functional g ∈ C(Sn−1)→

∫
{|f |=t} g(ν(x))dHn−1(x) can be represented by a

finite measure dµt on Sn−1. That is∫
Sn−1

g(v)dµt(v) =

∫
{|f |=t}

g(ν(x))dHn−1(x) ∀ g ∈ C(Sn−1).

Recall (see for instance [27]) that every convex body K ⊂ Rn determines a
surface area measure on Sn−1 denoted by SK .

It is also proved in [32] that, by Minkowski existence theorem (see [27]), there
exists a unique up to translations convex body Kt in Rn whose surface area measure
SKt

is µt. For this reason µt is also called the surface area measure of (the compact
set) {|f | ≥ t}.
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Let ΠKt be the projection body associated to Kt, i.e. the convex body defined
by its support function as

h(ΠKt, u) =
1

2

∫
Sn−1

|〈v, u〉|dSKt
(v) = |Pu⊥(Kt)|n−1, u ∈ Sn−1.

Let Π∗Kt be the polar projection body of Kt. Its volume is

2−n|Π∗Kt|n =

∫
Sn−1

h(ΠKt, u)−ndu =

∫
Sn−1

(∫
Sn−1

|〈u, v〉|dSKt
(v)

)−n
du

=

∫
Sn−1

(∫
{|f |=t}

|〈ν(x), u〉|dHn−1(x)

)−n
du.

Finally, Petty’s projection inequality (5) and the fact proved in [32], M(t) =
|{|f | ≥ t}|n ≤ |Kt|n, show that for almost all t > 0∫

Sn−1

(∫
{|f |=t}

|〈ν(x), u〉|dHn−1(x)

)−n
du

−1/n

≥ 2
ωn−1

ω
1−1/n
n

M(t)
(n−1)

n .

Consider the case Φ(t) = |t|. M and f∗ are differentiable (except, possibly,
on some set N of zero measure) and M = (f∗)−1 on the set (f∗)−1

(
(0,∞) \ N

)
,

therefore(∫
Sn−1

‖Duf‖−np du

)−p/n
≥ 2p

(
ωn−1

ω
1−1/n
n

)p ∫ ∞
0

M(t)
(n−1)p

n |M ′(t)|1−pdt

=

(
2ωn−1

ω
1−1/n
n

)p ∫ ∞
0

s
p(n−1)

n |f∗′(s)|pds.

In the other case, Φ(t) = max{t, 0}, since
∫
Sn−1〈u, v〉dµt(v) = 0 we have

h(ΠKt, u) =
1

2

∫
Sn−1

|〈v, u〉|dµt(v) =

∫
Sn−1

〈v, u〉+dµt(v).

Hence (∫
Sn−1

‖D+
u f‖−np du

)−p/n
≥
(
ωn−1

ω
1−1/n
n

)p ∫ ∞
0

s
p(n−1)

n |f∗′(s)|pds.

Finally we recall (11) and analogously(∫
Sn−1

‖Duf
◦‖−np du

)−p/n
=
(
nω1/n

n

)p(∫ ∞
0

s
(n−1)p

n |f∗′(s)|pds
)
Ipp .

Therefore

Ep(f◦) ≤ nωn

2ωn−1
IpEp(f) =

Ip
I1
Ep(f) and E+

p (f◦) ≤ nωn

2ωn−1
IpE+

p (f) =
Ip
I1
E+
p (f).

�
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[12] K. Hansson, Imbedding theorems of Sobolev type in potential theory, Math. Scand.45 (1979),
pp 77–102.

[13] S. Kesavan, Symmetrization and Applications. Series in Analysis vol. 3. World Sc. Publ.

(2006).
[14] V. Kolyada, Rearrangements of functions and embedding theorems, Russ. Math. Surveys

Eq. 44 (1989), pp 73–117.

[15] E. Lutwak, The Brunn-Minkowski-Firey Theory I: Mixed volumes and the Minkowski prob-
lem. J. Differential Geom. 38 (1993), pp 131–150.

[16] E. Lutwak, D. Yang & G. Zhang, On Lp affine isoperimetric inequalities, J. Differential

Geom. 56 (2000), pp 111–132.
[17] E. Lutwak, D. Yang & G. Zhang, Sharp affine Lp Sobolev inequalities, J. Differential

Geom. 62 (2002), pp 17–38.

[18] W. G. Maz’ya, Classes of domains and embedding theorems for functional spaces, Soviet
Math. Dokl. 1 (1961), pp 882–885.

[19] W. G. Maz’ya, Sobolev spaces, Springer Series in Soviet Mathematics 145 Springer-Verlag,
Berlin, 1985.
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