THE SLICING PROBLEM FOR HYPERPLANE PROJECTIONS OF $B^n_p$
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Abstract. We prove that for every hyperplane $H \subset \mathbb{R}^n$ and $1 \leq p \leq \infty$, the isotropy constant of the projection $P_H(B^n_p)$ is bounded by a universal constant.
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1. Introduction

A major problem in Asymptotic Geometric Analysis (the branch of modern Functional Analysis, coming from the interaction between local theory of Banach spaces, classical convex geometry and probability) is the so called Slicing Problem or Hyperplane Conjecture.

The statement has a number of equivalent forms. A well known formulation has its roots in classical mechanics. It is based on the fact that for every convex body $K$ (compact, convex set in $\mathbb{R}^n$ with non empty interior) there exists a unique ellipsoid $\mathcal{L}(K)$ which has the same moments of inertia as $K$ with respect to every axis (the so called Legendre ellipsoid of $K$, see [9]). In this framework the problem can be formulated as does there exist a universal constant $c > 0$ such that for all $n \in \mathbb{N}$ and all convex bodies $K \subset \mathbb{R}^n$ of volume 1 one has that the volume of $\mathcal{L}(K)$ is bounded from above by $c$?

Nowadays, we are very far from solving the Slicing Problem. The best general upper bound is $cn^{1/2}$ (due to Klartag, see [6]) improving an earlier bound by Bourgain $cn^{1/2} \log^2 n$ ([2], [13]). On the other hand, the Slicing Problem is known to have a positive answer for many classes of convex bodies (see for instance [9]).

For $K$ of volume 1, the volume of $\mathcal{L}(K)$ is equivalent, up to an absolute constant, to $L_K^2$, the isotropy constant associated to $K$ (see definition below). So it is more common to present the Slicing Problem as does there exist a universal constant $c > 0$ such that for all $n \in \mathbb{N}$ and all convex bodies $K \subset \mathbb{R}^n$ one has that $L_K$ is bounded from above by $c$? (The name Slicing Problem arises from geometry and is due to another equivalent version is there an absolute
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constant $c > 0$ such that for every dimension $n$, every convex body $K$ in $\mathbb{R}^n$ of volume 1 has a hyperplane section (slice) with volume greater than $c$?

Consider the unit ball of the $\ell_p^n$ space, $1 \leq p \leq \infty$, denoted by $B_p^n$. For $p$ finite this is $B_p^n = \{x \in \mathbb{R}^n \mid \sum_{i=1}^n |x_i|^p \leq 1\}$. M. Junge [4] proved that the isotropy constants of all orthogonal projections (of any dimension) of $B_p^n$, $1 < p \leq \infty$ are bounded by $c_p r$, $(p')$ is the conjugate exponent of $p$, i.e. $\frac{1}{p} + \frac{1}{p'} = 1$. See also [8] for a different proof of this fact and [5] for further generalizations. Notice that, as $p$ approaches 1, the constant $c_p r$ explodes.

Our aim is to improve this bound, for hyperplane projections of $B_p^n$, to a numerical constant independent of $p$ (Theorem 2.1) and moreover extend it to the limiting case $p = 1$ (Theorem 2.2).

We will use the following notation: $m_n$ (resp. $m_{n-1}$) will denote the $n$ dimensional (resp. $n - 1$ dimensional) Hausdorff measure on $\mathbb{R}^n$. We choose the normalization so that $m_n$ coincides with the Lebesgue measure on $\mathbb{R}^n$. The measure of a set will be denoted by $| \cdot |$ (resp. $| \cdot |_{n-1}$). For a hyperplane $H \subset \mathbb{R}^n$, $P_H$ is the orthogonal projection onto $H$. The letters $C$, $c$, $c'$... will denote numerical constants whose value may change from line to line. The rest of the notation is standard as it appears in [12].

\section{The results}

The starting point in the proof of the theorems is the following formula, which serves us as a definition for the isotropy constant of a convex body $K$, see [9]:

$$nL_K^2 = \inf \left\{ \frac{1}{|K|^n_n} \cdot \frac{1}{|K|_n} \int_{a+TK} |x|^2 \, dm_n(x); \ a \in \mathbb{R}^n, \ T \in GL(n), \ det(T) = 1 \right\}$$

(1)

\textbf{Theorem 2.1.} There exists a universal constant $c > 0$ such that for every hyperplane $H$ of $\mathbb{R}^n$ and $1 < p \leq \infty$,

$$L_{P_H(B_p^n)} \leq c$$

\textbf{Proof.} The case $2 \leq p \leq \infty$ follows by the result of M. Junge [4] since $p r \leq 2$. We will assume $1 < p \leq 2$. Let $H = \{x \in \mathbb{R}^n; \langle x, \theta \rangle = 0\}$ with $\theta \in S^{n-1}$.

In view of the representation (1) we have

$$(n - 1)L_{P_H(B_p^n)}^2 \leq \frac{1}{|P_H(B_p^n)|^{2/(n-1)}_n} \frac{1}{|P_H(B_p^n)|_{n-1}} \int_{P_H(B_p^n)} |x|^2 \, dm_{n-1}(x)$$

Thus, we need to estimate $|P_H(B_p^n)|_{n-1}$ from below and the remaining integral from above.

The following inequality is well known $|B_p^n|_n \leq |P_H(B_p^n)|_{n-1} |\langle \theta \rangle \cap B_p^n|_1$ (see Lemma 8.8 in [12]) where $|\langle \theta \rangle \cap B_p^n|_1$ is a segment length. Since $p \leq 2$, clearly $|\langle \theta \rangle \cap B_p^n|_1 \leq 1$ and so

$$|B_p^n|_n \leq |P_H(B_p^n)|_{n-1}$$

Thus, by the well known formula $|B_p^n|_n = \frac{2^n(\Gamma(1 + 1/p))^n}{\Gamma(1 + n/p)}$ and Stirling’s estimate we have

$$|P_H(B_p^n)|^{2/(n-1)}_n \geq |B_p^n|^{2/(n-1)}_n \geq \frac{c}{n^{2/p}}$$
It remains to bound \[ \frac{1}{|H_n(B^n_p)|} \int_{H_n(B^n_p)} |x|^2 dm_{n-1}(x) \] from above. For that matter, we will use the method developed in [3]. We will denote by \( \sigma^n_p \) the normalized area measure on \( \partial B^n_p \) and by \( \mu^n_p \) the cone probability measure on \( \partial B^n_p \), defined by

\[
\mu^n_p(A) = \frac{|\{ta; a \in A, 0 \leq t \leq 1\}|_{n}}{|B^n_p|_n}
\]

whenever \( A \subseteq \partial B^n_p \). It was proved in [11] that

\[
\frac{d\sigma^n_p}{d\mu^n_p}(x) = \frac{n|B^n_p|_n}{|\partial B^n_p|_{n-1}} \| \nabla (\parallel \cdot \parallel_p)(x) \|
\]

for almost every point \( x \in \partial B^n_p \), where \( \nabla \) denotes the gradient (of the norm). For any (say) bounded measurable function \( f \) defined on \( H_n(B^n_p) \) we have, by Cauchy’s formula

\[
\int_{H_n(B^n_p)} f(x) dm_{n-1}(x) = \frac{1}{2} |\partial B^n_p|_{n-1} \int_{\partial B^n_p} f(P_H(y)) \langle \langle N(y), \theta \rangle \rangle d\sigma^n_p(y)
\]

\( (N(y) \) is the unit normal vector to \( \partial B^n_p ) \)

\[
= \frac{n}{2} |B^n_p|_n \int_{\partial B^n_p} f(P_H(y)) \langle \langle \nabla (\parallel \cdot \parallel_p)(y), \theta \rangle \rangle d\mu^n_p(y)
\]

\[
= \frac{n}{2} |B^n_p|_n \int_{\partial B^n_p} f(P_H(y)) \left| \sum_{i=1}^{n} |y_i|^{p-1} \text{sgn}(y_i \theta_i) \right| d\mu^n_p(y)
\]

And in particular for \( f(y) = |y|^2 \),

\[
\int_{H_n(B^n_p)} |x|^2 dm_{n-1}(x) \leq \frac{n}{2} |B^n_p|_n \int_{\partial B^n_p} |y|^2 \left| \sum_{i=1}^{n} |y_i|^{p-1} \text{sgn}(y_i \theta_i) \right| d\mu^n_p(y)
\]

In order to compute this integral we use a concrete probabilistic description of \( \mu^n_p \) (see, for instance, [15], [3], [11], [10]).

Let \( g \) be a random variable with density \( e^{-|g|^p}/(2\Gamma(1 + 1/p)) \), \( t \in \mathbb{R} \). For \( g_1, \ldots, g_n \) i.i.d. copies of \( g \) we define \( S = (\sum_{i=1}^{n} |g_i|^p)^{1/p} \).

Then the random vector \( (g_1/S, \ldots, g_n/S) \in \partial B^n_p \) is independent of \( S \) and is distributed on \( \partial B^n_p \) according to the cone measure \( \mu^n_p \) (see [14] and [15]).

Hence, by applying Cauchy’s formula with \( f(y) = 1 \) and this representation

\[
\frac{1}{|H_n(B^n_p)|} \int_{H_n(B^n_p)} |x|^2 dm_{n-1}(x) \leq \frac{\mathbb{E} \sum_{i=1}^{n} |g_i|^{2}}{S^{2}} \left| \sum_{i=1}^{n} \frac{|g_i|^{p-1} \text{sgn}(g_i) \theta_i}{S^{p-1}} \right| \frac{\mathbb{E} \sum_{i=1}^{n} |g_i|^{p-1} \text{sgn}(g_i) \theta_i}{S^{p}}
\]

\[
= \left( \text{by independence} \right)
\]

\[
= \frac{\mathbb{E} S^{p-1}}{\mathbb{E} S^{p+1}} \sum_{i=1}^{n} \frac{\mathbb{E} |g_i|^2}{\mathbb{E} \sum_{i=1}^{n} |g_i|^{p-1} \text{sgn}(g_i) \theta_i}
\]

\[
= \frac{\mathbb{E} S^{p-1}}{\mathbb{E} S^{p+1}} \sum_{i=1}^{n} \frac{\mathbb{E} |g_i|^2}{\mathbb{E} \sum_{i=1}^{n} |g_i|^{p-1} \text{sgn}(g_i) \theta_i}
\]
We estimate the first fraction,

\[ \mathbb{E} S^{-1} = \mathbb{E} \left( \sum_{i=1}^{n} |g_i|^p \right)^{(p-1)/p} \leq \text{ (by Hölder’s inequality)} \]

\[ \leq \left( \mathbb{E} \sum_{i=1}^{n} |g_i|^p \right)^{(p-1)/p} = \left( \frac{n}{p} \right)^{(p-1)/p} \]

since \( \mathbb{E}|g|^p = 1/p \) and

\[ \mathbb{E} S^{p+1} = \mathbb{E} \left( \sum_{i=1}^{n} |g_i|^p \right)^{(p+1)/p} \geq \text{ (by Hölder’s inequality)} \]

\[ \geq \left( \mathbb{E} \sum_{i=1}^{n} |g_i|^p \right)^{(p+1)/p} = \left( \frac{n}{p} \right)^{(p+1)/p} \]

therefore

\[ \frac{\mathbb{E} S^{-1}}{\mathbb{E} S^{p+1}} \leq \frac{p^{2/p}}{n^{2/p}} \leq \frac{c}{n^{2/p}} \]

On the other hand, let \((\varepsilon_1, \ldots, \varepsilon_n)\) a vector sequence of i.i.d random ±1 signs, independent of \((g_1, \ldots, g_n)\). It is clear that for any value of \((\varepsilon_1, \ldots, \varepsilon_n)\)

\[ \mathbb{E} \left| \sum_{i=1}^{n} |\varepsilon_i g_i|^{p-1} \text{sgn}(g_i \varepsilon_i) \theta_i \right| = \mathbb{E} \left| \sum_{i=1}^{n} |g_i|^{p-1} \text{sgn}(g_i \varepsilon_i) \right|, \]

so

\[ \mathbb{E} \left| \sum_{i=1}^{n} |g_i|^{p-1} \text{sgn}(g_i) \theta_i \right| = \mathbb{E} \mathbb{E} \nolimits_\varepsilon \left| \sum_{i=1}^{n} |\varepsilon_i g_i|^{p-1} \text{sgn}(g_i \varepsilon_i) \theta_i \right| \]

\[ \geq \text{ (by Khinchine’s inequality, see[12])} \]

\[ \geq C \mathbb{E} \left( \sum_{i=1}^{n} |g_i|^{2p-2} \theta_i^2 \right)^{1/2} \]

\[ \geq \text{ (by Jensen’s inequality)} \]

\[ \geq C \mathbb{E} \sum_{i=1}^{n} |g_i|^{p-1} \theta_i^2 = C \mathbb{E}|g|^{p-1} \geq C > 0 \]

whenever \(1 \leq p \leq 2\) since \(\sum_{i=1}^{n} \theta_i^2 = 1\).

With an analogous argument we have
\[ \mathbb{E}|g_i|^2 \left| \sum_{i=1}^{n} |g_i|^{p-1} \text{sgn}(g_i) \theta_i \right| = \mathbb{E}_x \mathbb{E}_g |g_1 \varepsilon_1|^2 \left| \sum_{i=1}^{n} |g_i \varepsilon_i|^{p-1} \text{sgn}(g_i \varepsilon_i) \theta_i \right| \\
= \mathbb{E}_g |g_1|^2 \mathbb{E}_x \left| \sum_{i=1}^{n} |g_i \varepsilon_i|^{p-1} \text{sgn}(g_i \varepsilon_i) \theta_i \right| \\
\geq \text{(by Khinchine’s inequality)} \\
\leq C \mathbb{E}_g |g_1|^2 \left( \sum_{i=1}^{n} |g_i|^{2p-2} \right)^{1/2} \\
\leq \text{(by Jensen’s inequality)} \\
\leq C \left( \mathbb{E}_g |g_1|^4 \left| \sum_{i=1}^{n} |g_i|^{2p-2} \right| \right)^{1/2} \\
= C \left( \sum_{i=1}^{n} \mathbb{E}_g |g_1|^4 |g_i|^{2p-2} \right)^{1/2} \geq C > 0 \\
\]

Therefore, 
\[ \frac{\sum_{i=1}^{n} \mathbb{E}|g_i|^2 \left| \sum_{i=1}^{n} |g_i|^{p-1} \text{sgn}(g_i) \theta_i \right|}{\mathbb{E} \left| \sum_{i=1}^{n} |g_i|^{p-1} \text{sgn}(g_i) \theta_i \right|} \leq Cn. \]

Collecting the estimates together we have thus proved 

\[ (n - 1)L^2_{P_H(B_p^n)} \leq c n^{2/p} \frac{1}{|P_H(B_p^n)|_{n-1}} \int_{P_H(B_p^n)} |x|^2 dm_{n-1}(x) \leq \frac{c n^{2/p} n}{c'n^{2/p}} = Cn \]

and the result follows. \[ \square \]

**Theorem 2.2.** There exists a universal constant \( c > 0 \) such that for every hyperplane \( H \subset \mathbb{R}^n \), 

\[ L_{P_H(B_p^n)} \leq c \]

**Proof.** Let \( H = \{ x \in \mathbb{R}^n; \langle x, \theta \rangle = 0 \} \) with \( \theta \in S^{n-1} \). Let \( \{ F_i, i \in I \} \) be the faces of \( B_p^n \) and \( \nu_i \) the normal vector of \( F_i, i \in I \). First, suppose \( \langle \theta, \nu_i \rangle \neq 0, \forall i \in I \).

From the representation (1) we have 

\[ (n - 1)L^2_{P_H(B_p^n)} \leq \frac{1}{|P_H(B_p^n)|_{n-1}^{\frac{1}{p-1}}} \cdot \frac{1}{|P_H(B_p^n)|_{n-1}} \int_{P_H(B_p^n)} |x|^2 dm_{n-1}(x) \]

As in the case \( 1 < p \leq 2 \), we first need to estimate \( |P_H(B_p^n)|_{n-1} \) from below. Lemma 8.8 in [12] states 

\[ |B_p^n|_n \leq |P_H(B_p^n)|_{n-1} |(\theta) \cap B_p^n|_1 \leq |P_H(B_p^n)|_{n-1} \]

The equality \( |B_p^n|_n = \frac{2^p}{n^p} \) and Stirling’s formula yield \( |P_H(B_p^n)|_{n-1} \geq c/n \).
On the other hand, let us denote by $I^+$ (resp. $I^-$) the set of $i$’s for which $(\theta, \nu_i) > 0$ (resp. $< 0$). The following disjoint decomposition, up to a set of $(n - 1)$-dimensional Hausdorff measure zero, holds

$$P_H(B^n_i) = \bigcup_{i \in I^+} P_H(F_i) = \bigcup_{i \in I^-} P_H(F_i)$$

and moreover, for every (say) bounded measurable function $f : P_H(B^n_i) \to \mathbb{R}$

$$\int_{P_H(B^n_i)} f(x) \, dm_{n-1}(x) = \frac{1}{2} \sum_{i \in I} \int_{P_H(F_i)} f(x) \, dm_{n-1}(x)$$

In particular,

$$2|P_H(B^n_1)|_{n-1} = \sum_{i \in I} |P_H(F_i)|_{n-1}$$

and

$$\frac{2}{|P_H(B^n_1)|_{n-1}} \int_{P_H(B^n_1)} |x|^2 \, dm_{n-1}(x) = \sum_{i \in I} \frac{1}{|P_H(B^n_1)|_{n-1}} \int_{P_H(F_i)} |x|^2 \, dm_{n-1}(x)$$

If we write $\alpha_i = \frac{|P_H(F_i)|_{n-1}}{|P_H(B^n_1)|_{n-1}}$ we have $\alpha_i \geq 0$, $\sum_{i \in I} \alpha_i = 1$ and

$$\frac{1}{|P_H(B^n_1)|_{n-1}} \int_{P_H(B^n_1)} |x|^2 \, dm_{n-1}(x) = \sum_{i \in I} \frac{\alpha_i}{|P_H(F_i)|_{n-1}} \int_{P_H(F_i)} |x|^2 \, dm_{n-1}(x)$$

Since the latter formula is a convex combination, we have

$$\frac{1}{|P_H(B^n_1)|_{n-1}} \int_{P_H(B^n_1)} |x|^2 \, dm_{n-1}(x) \leq \sup_{i \in I} \frac{1}{|P_H(F_i)|_{n-1}} \int_{P_H(F_i)} |x|^2 \, dm_{n-1}(x)$$

Each face $F_i$ is of the form $\text{conv}\{\pm e_1, \ldots, \pm e_n\}$ for some choice of signs $\pm$ so all we need is to have a bound from above of

$$\frac{1}{|P_H(\Delta^n)|_{n-1}} \int_{P_H(\Delta^n)} |x|^2 \, dm_{n-1}(x).$$

where $\Delta_n$ is the canonical simplex in $\mathbb{R}^n$, i.e. $\Delta^n = \text{conv}\{e_1, \ldots, e_n\}$

Write $\nu = (1/\sqrt{n}, \ldots, 1/\sqrt{n})$ the normal vector to $\Delta^n$. In order to change variables in the integral above we need to show that $P_H : \Delta_n \to P_H(\Delta_n)$ is a diffeomorphism. Indeed, if $x, \bar{x} \in \Delta^n$ such that $P_H(x) = P_H(\bar{x})$, then $x - \bar{x} = \langle x - \bar{x}, \theta \rangle \theta$. Since $x, \bar{x} \in \Delta^n$ we have $0 = \langle x - \bar{x}, \theta \rangle \langle \theta, \nu \rangle$ and, since $\langle \nu, \theta \rangle \neq 0$, $\langle x, \theta \rangle = \langle \bar{x}, \theta \rangle$ which implies $x = \bar{x}$.

The modulus of the jacobian is $|\langle \theta, \nu \rangle|$, so $|P_H(\Delta^n)|_{n-1} = |\langle \theta, \nu \rangle||\Delta^n|_{n-1}$ and

$$\frac{1}{|P_H(\Delta^n)|_{n-1}} \int_{P_H(\Delta^n)} |x|^2 \, dm_{n-1}(x) = \frac{1}{|\Delta^n|_{n-1}} \int_{\Delta^n} |P_H(y)|^2 \, dm_{n-1}(y)$$

$$\leq \frac{1}{|\Delta^n|_{n-1}} \int_{\Delta^n} |y|^2 \, dm_{n-1}(y)$$

Now, it is well known (see for instance [7]) that

$$\frac{1}{|\Delta^n|_{n-1}} \int_{\Delta^n} |y|^2 \, dm_{n-1}(y) = \frac{2}{n + 1}$$
Therefore, we have seen \((n - 1)L_{P_{n}}^{2}(B^{n}_{p}) \leq cn^{2} \frac{2}{n+1}\) and so \(L_{P_{n}}(B^{n}_{p}) \leq c\) for some absolute constant \(c > 0\). Now, by a continuity argument, we can eliminate the restriction on \(\theta\) which finishes the proof.

\[\square\]

3. Conclusion

In this paper we added all hyperplane projections of \(B^{n}_{p}, 1 \leq p \leq \infty\), to the list of convex bodies for which the Slicing Problem has a positive solution (Theorems 2.1 and 2.2).

In a forthcoming paper [1], the authors extend this approach to lower dimensional projections in the case \(p = 1\). Indeed, for any \(k\)-dimensional subspace \(E \subset \mathbb{R}\), it is possible to show that \(L_{P_{E}}(B^{n}_{p}) \leq c \sqrt{n/k}\). We believe that the probabilistic tools we introduced here for \(p > 1\) will produce a similar result.
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